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Abstract—Recent years have seen unprecedented advance in the design and control of quantum computers. Nonetheless, their applicability is still restricted and access remains expensive. Therefore, a substantial amount of quantum algorithms research still relies on simulating quantum circuits on classical hardware. However, due to the sheer complexity of simulating real quantum computers, many simulators unrealistically simplify the problem and instead simulate perfect quantum hardware, i.e., they do not consider errors caused by the fragile nature of quantum systems.

Stochastic quantum simulation provides a conceptually suitable solution to this problem: physically motivated errors are applied in a probabilistic fashion throughout the simulation. In this work, we propose to use decision diagrams, as well as concurrent executions, to substantially reduce resource-requirements—which are still daunting—for stochastic quantum circuit simulation. Backed up by rigorous theory, empirical studies show that this approach allows for a substantially faster and much more scalable simulation for certain quantum circuits.

I. INTRODUCTION

By utilizing quantum mechanical effects, quantum computers promise to solve problems which are intractable for classical computers. Early examples for this are Shor’s algorithm [1] for factoring integers or Grover’s database search algorithm [2]. As the research on quantum algorithms gained more and more traction, more quantum algorithms have been found in the areas of chemistry, finance, machine learning, and mathematics [3]–[6].

Alongside the work of quantum software development, there have been unprecedented accomplishments towards the physical realization of quantum hardware. In 2019, Google claimed to have achieved quantum advantage by using a 54-qubit processor to calculate a task in 200 seconds for which they estimate a state-of-the-art supercomputer would require ten thousand years [7]. In the same year, IBM released its 53-qubit quantum computer and made it available for commercial use [8]. And, recently, IBM announced their roadmap towards launching a 1212-qubit processor in 2023 [9].

However, recent breakthroughs notwithstanding, quantum computers are still an emerging technology and current quantum processors are limited in reliability and availability. Consequently, a considerable amount of research on quantum algorithms still relies on simulating quantum circuits on classical hardware. This is an exponentially hard task, almost by definition. To make matters worse, classical simulation of a perfect quantum circuit is, arguably, beside the point. Today’s quantum architectures are plagued by frequent errors that are unavoidable given the fragile nature of quantum systems [10].

Although error mitigation is constantly improving, they are still a dominating factor in quantum computing. Therefore, taking those errors into account when simulating quantum circuits is essential in order to understand how an algorithm behaves when executed on real quantum hardware.

As a theory, quantum mechanics is capable of describing these types of errors and their effect (namely quantum channels and mixed states [2]). However, this general formalism renders the exponentially hard problem of quantum circuit simulation even harder—accordingly limiting corresponding simulation approaches (see, e.g., [11]–[20]). This is why many quantum circuit simulators simplify the problem and only mimic perfect (i.e., error-free) quantum computers (e.g., [21]–[25]).

In this work, we consider an alternative approach which avoids making a hard problem unnecessarily harder. Instead, we consider a stochastic error model. That is, we assume that errors occur randomly throughout individual simulation runs. Afterwards, we approximate the true effect of errors on a quantum computation by forming empirical averages over multiple simulation runs (Monte Carlo). This provides a conceptually suitable and mathematically rigorous solution for classical simulation of noisy quantum computations which can easily be implemented on top of existing simulators, such as [11]–[13].

Nonetheless, severe challenges remain. First and foremost, there is the curse of dimensionality: performing a single simulation run requires repeated matrix-vector multiplications of exponential size to appropriately track the effect of quantum operations. To make matters worse, a single stochastic simulation run does not capture error effects appropriately. Instead, a sufficiently large number of independent simulation runs must be conducted to form empirical averages that accurately reflect the true quantum evolution. Both factors combined render existing solutions severely limited with respect to efficiency and scalability.

In order to overcome these limitations, we propose a solution which (1) uses decision diagrams to represent states and operations in a more compact fashion and (2) conducts concurrent executions to accelerate the generation of samples. Evaluations and comparisons to state-of-the-art simulators by IBM and Atos confirm the viability of the proposed solution. In fact, for certain circuits, we were able to conduct the respective simulations in a more scalable fashion (i.e., considering substantially more qubits than before) and a much more efficient fashion (often, several orders of magnitudes faster).

Our contributions are described in the rest of this paper as follows: Section II reviews quantum computing and the errors that might occur. Section III discusses how those errors can be simulated using a stochastic approach. In Section IV, we outline the concept of the proposed solution, which we then evaluate in Section V against two state-of-the-art simulators. Finally, Section VI concludes the paper.

II. BACKGROUND

In order to keep this work self-contained, this section reviews the basic concepts of quantum computing as well as error effects. We refer the interested reader to standard textbooks, e.g., [2], [26], for a more thorough introduction.
A. Quantum Computing

In the classical world, the basic unit of information is a bit, which can either assume the state 0 or 1. In the quantum world, the smallest unit of information is called a quantum bit or qubit. Like a classical bit, a qubit can assume the states 0 and 1, which are called basis states and—using Dirac notation—are written as |0⟩ and |1⟩. Additionally, a qubit can also assume an almost arbitrary combination of the two basis states, which is then called a superposition. More precisely, the state of the qubit |ψ⟩ is written as |ψ⟩ = α₀|0⟩ + α₁|1⟩ with α₀, α₁ ∈ ℂ such that |α₀|^2 + |α₁|^2 = 1. The values α₀, α₁ are called amplitudes and describe how strongly the qubit is related to each of the basis states. Measuring a qubit yields |0⟩ (|1⟩) with probability |α₀|^2 (|α₁|^2). By measuring the qubit, any existing superposition is destroyed and the state of the qubit collapses to the measured basis state.

Quantum states containing more than one qubit are often called quantum registers and the concepts above can be extended to describe such systems as well. An n qubit register can assume \( N = 2^n \) basis states and is described by \( N \) amplitudes \( α_0, α_1, \ldots, α_{N-1} \), which must satisfy the normalization constraint \( \sum_{i=0}^{N-1} |α_i|^2 = 1 \). Usually quantum states are shortened to state vectors containing only the amplitudes, e.g., \( |α_0\ 00\ 01\ α_1\ 10\ α_2\ 11 \rangle \) for \( n = 2 \) qubits.

Example 1. Consider the 2-qubit quantum register

\[ |ψ⟩ = \frac{1}{\sqrt{2}} \cdot |00⟩ + 0 \cdot |01⟩ + \frac{1}{\sqrt{2}} \cdot |10⟩ + 0 \cdot |11⟩, \]

which is represented by the state vector \( |ψ⟩ = [\frac{1}{\sqrt{2}}\ 0\ \frac{1}{\sqrt{2}}\ 0\ 0\ 0\ 0\ 0]^T \). This is a valid state, since it satisfies the normalization constraint \( \frac{1}{2} + 0^2 + \frac{1}{2} + 0^2 = 1 \). Measuring the system yields either \( |00⟩ \) or \( |10⟩ \)—both with probability \( \frac{1}{2} \). Note that the leftmost qubit is in a superposition and equally strongly related to \( |0⟩ \) and \( |1⟩ \), while the other qubit is in the basis state \( |0⟩ \).

Quantum states can be manipulated using quantum operations. With the exception of the measurement operation, all quantum operations are inherently reversible and represented by unitary matrices, i.e., square matrices whose inverse is their conjugate transpose. Important 1-qubit operations are \( H = \frac{1}{\sqrt{2}}[1\ 1\ 1\ -1] \) (transforming a basis state into a superposition), \( X = [0\ 1\ 1\ 0] \) (the quantum equivalent of the NOT operation), \( Z = [1\ 1] \) (flipping the phase of a qubit), as well as the combination of both \( Y = iZX = [0\ i\ 1\ -i] \). Another “operation” is the identity operation given by \( I = [1\ 0\ 0\ 1] \). It simply leaves a state unchanged and is relevant in the context of simulating errors. There are also 2-qubit operations. An important example is the controlled-X (also known as CNOT) operation, which negates the state of a qubit, if the chosen control qubit is \( |1⟩ \). Applying an operation to a state can be done by matrix-vector multiplication.

Example 2. Consider again the 2-qubit register \( |ψ⟩ \) from Example 1. Applying a CNOT operation to \( |ψ⟩ \), which negates the amplitude of the second qubit if the first qubit is set to \( |1⟩ \), is given by

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\frac{1}{\sqrt{2}} \\
0 \\
\frac{1}{\sqrt{2}} \\
0
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}}
\end{bmatrix} = |ψ'⟩.
\]

Measuring \( |ψ'⟩ \) either yields \( |00⟩ \) or \( |11⟩ \), each with probability \( 1/2 \). Note that the measurement outcome of one qubit affects the other one as well—an essential concept in quantum computing known as entanglement.

B. Errors in Quantum Computing

The formalism presented above can be used to describe how perfect quantum computers behave. However, due to the fragile nature of quantum systems, real quantum computers are prone to errors. These errors can be classified into two categories [27]:

1) Gate Errors are introduced by executed operations [27]. They occur since quantum computers are mechanical constructions that do not always apply operations perfectly. Instead, the operation may not be executed at all, or in a (slightly) modified fashion. Since gate errors are highly specific for each quantum computer and even vary for qubits within the quantum computer, they are often approximated using depolarization errors [12], [14]. The depolarization error describes that a qubit is set to a completely random state [2]. For publicly available quantum computers from IBM, the error probabilities are in the order of \( 10^{-3} \) to \( 10^{-2} \) [28].

2) Coherence Errors occur due to the fragile nature of quantum systems (qubits). In practice, this leads to the problem that they can hold information for a limited time only. There are two types of coherence errors that may appear [27]:

- A qubit in a high-energy state \( |i⟩ \) tends to relax into a low energy state \( |0⟩ \). That is, after a certain amount of time, qubits in a quantum system eventually decay to \( |0⟩ \). This error is called amplitude damping error or T1 error.
- In addition to that, when a qubit interacts with the environment, a phase flip effect might occur. This leads to an error called phase flip error or T2 error.

Developments in the physical realization of quantum computers (e.g., in [29], [30]) show significant improvements in the coherence times of qubits—improving the “lifetime” of qubits before decaying to \( |0⟩ \) and reducing the frequency of phase flip errors, respectively. Nevertheless, the errors are still a significant aspect in all quantum computations and, hence, should also be considered during simulation.

Error effects can be viewed as (unwanted) operations on the state. However, while ideal quantum operations are deterministic, errors can have an additional degree of randomness. For instance, a 1-qubit amplitude damping channel may fire (with probability \( p \)) or it may do nothing (with probability \( 1 - p \)). The outcome of an erroneous quantum computation cannot be described as a single state \( |ψ⟩ \) anymore. Instead, it is described by an ensemble of possible outcomes \( \{(|0⟩, p_0), (|1⟩, p_1)\} \). Here, the states \( |ψ⟩ \) label potential outcomes while each weight \( p_i \) describes the probability with which outcome \( |ψ_i⟩ \) occurs (\( p_0 + p_1 = 1 \)).

Example 3. Consider again the 2-qubit state

\[ |ψ'⟩ = \frac{1}{\sqrt{2}}([00⟩ + |11⟩) \]

from Example 2. Suppose that this state might be affected by a gate error in the first qubit only, depolarizing it. With probability \( 1 - p \), nothing happens and the state remains unchanged. With probability \( p \), the first qubit becomes depolarized. We can capture this effect by either applying \( X \), \( Y \), or \( Z \)—each with probability \( \frac{p}{2} \). This produces an ensemble (or mixture)

\[
\{(1 - p)\frac{1}{\sqrt{2}}([00⟩ + |11⟩), (\frac{p}{2})\frac{1}{\sqrt{2}}([00⟩ + |11⟩), (\frac{p}{2})\frac{1}{\sqrt{2}}([00⟩ + |10⟩), (\frac{p}{2})\frac{1}{\sqrt{2}}([00⟩ - |11⟩)\}
\]

which cannot be represented by a single 2-qubit state.
In order to conduct quantum circuit simulation, the concepts described in Section II need to be emulated on a classical machine. Conceptually, this can be conducted in a straightforward fashion: State vectors and operation matrices are first represented in the form of 1-dimensional and 2-dimensional arrays, respectively. Then, the application of quantum states is handled by applying matrix-vector multiplication as illustrated in Example 2 above.

However, the problem of this approach is that the representation of both, quantum states and quantum operations require exponentially large vectors and matrices—rendering quantum circuit simulation very complex. Moreover, error effects occur only by chance, i.e., they are randomly applied depending on the hardware model of the simulated quantum computer and cannot simply be considered in a pre-defined fashion (such as operations). Therefore, instead of one possible final state, simulation with errors produces a range of possible output states, depending on the applied error effects (as illustrated in Example 3 above).

This phenomenon is well known and may be captured by a rigorous mathematical formalism: quantum channels and mixed states [2], [26]. However, this formalism necessarily amplifies the curse of dimensionality: mixed states correspond to $2^n \times 2^n$ matrices and keeping track of them renders an exponentially large problem even harder.

Stochastic quantum simulation, on the other hand, avoids this further increase in simulation complexity by sacrificing determinisitic descriptions. The key idea is to imitate error effects in a real quantum computer. That is, whenever the quantum computer might make an error during its calculation with some probability $p$, we mimic the effect of this error during the simulation with probability $p$ and leave the state untouched with probability $1-p$. By simulating in such a way, we generate one possible final state $|\psi\rangle$ that is sampled from the actual ensemble $\{\{p_i, |\psi_i\rangle\}\}; |\hat{\psi}\rangle = |\psi_i\rangle$ with probability $p_i$. Sampling access opens the door for stochastic (Monte-Carlo) approximation: simply approximate the true distribution by forming empirical averages of sampled output states.

Stochastic approximation is particularly well suited for directly and accurately learning interesting properties of the final state (distribution) without the need of keeping track of the complete distribution. In quantum computing, many interesting properties can be described in terms of quadratic functions in the state vector, i.e., $o_i = |\langle \omega | \psi_i \rangle|^2$. Prominent examples are the fidelity with another state, as well as the outcome probability of a computational basis measurement. For a probabilistic state mixture $\{\{p_i, |\psi_i\rangle\}\}$ such a quadratic property becomes

$$o_i = \sum_j p_j |\langle \omega | \psi_j \rangle|^2 \quad (1)$$

and can be approximated by an empirical average over $M$ samples $|\hat{\psi}_j\rangle$ from this distribution:

$$\hat{o}_i = \frac{1}{M} \sum_{j=1}^{M} |\langle \omega | \hat{\psi}_j \rangle|^2 \quad \text{(Monte Carlo).}$$

Moreover, the same collection of samples $\{ |\hat{\psi}_1\rangle, \ldots, |\hat{\psi}_M\rangle \}$ can be used to estimate many quadratic properties at once.

**Theorem 1.** Fix a collection of $L$ (arbitrary) quadratic properties (1), as well as $\epsilon \in (0,1)$ (accuracy) and $\delta \in (0,1)$ (confidence). Then, $M = \log(2L/\delta)/(2\epsilon)^2$ state samples suffice to accurately approximate all target properties with high confidence: $\max_i |\hat{o}_i - o_i| \leq \epsilon$ with probability at least $1 - \delta$.

**Proof.** Fix a target property $o_i = \sum_j p_j |\langle \omega | \psi_j \rangle|^2$. Conducting a single stochastic run yields the correct property in expectation, i.e., $E[|\langle \omega | \hat{\psi}_j \rangle|^2] = o_i$. Standard concentration inequalities, like Hoeffding, imply $P[|\langle \omega | \hat{\psi}_j \rangle|^2 - o_i| \geq \epsilon \leq O(2^{-M}\epsilon^2)$. The claim follows from taking a union bound over all $L$ target approximations and inserting the advertised value of $M$.

As is typical of Monte Carlo, the required number of samples $M$ scales inverse quadratically in the desired accuracy $\epsilon$. More importantly and interestingly, $M$ only depends logarithmically on the number $L$ of target properties and is independent of the actual system size. This logarithmic suppression can help to combat the curse of dimensionality. For instance, only roughly $n^3\epsilon^2$ samples suffice to $\epsilon$-approximate all $N = 2^n$ outcome probabilities of the underlying state distribution.

Overall, stochastic quantum circuit simulation allows to avoid the increase of complexity from $2^n$-vectors to $2^n \times 2^n$-matrices. However, the challenge remains to produce and process samples $|\hat{\psi}_i\rangle$ (which still remain exponential in size). State-of-the-art quantum circuit simulators like [11]–[13] still severely suffer from the remaining exponential complexity.

**IV. PROPOSED SOLUTION**

In this section, we present a solution that addresses the problems that still exist in stochastic quantum circuit simulation. To this end, we first briefly introduce the main ideas of our solution; followed by more detailed descriptions afterwards. Section V eventually shows that the concepts introduced here have a substantial impact on the performance and the scalability of stochastic quantum circuit simulation.

**A. General Ideas**

Stochastic quantum circuit simulation suffers from the fact that (1) the underlying concepts require exponentially large representations of vectors and matrices (2) and that, in order to determine accurate predictions (see Theorem 1), a sufficient number of simulation runs (with these exponential representations) need to be conducted—posing severe challenges with respect to memory and runtime. In this work, we are addressing these challenges with the following two key ideas:

- **Use Decision Diagrams for Individual Simulation Runs:** In the conventional realm, decision diagrams (such as proposed, e.g., in [31]–[33]) have found great application to tackle several (exponentially hard) problems. Even in the quantum realm, first approaches successfully exploiting them have been reported (see, e.g., [22], [24], [34]–[37]). We propose to use these promises to tackle the challenge of exponential complexity in individual simulation runs.

- **Exploit Concurrency Across Different Simulation Runs:** In stochastic quantum simulation, interesting properties are obtained by empirically averaging over a sufficient number of independent simulation runs. This setup facilitates concurrent implementation: use different cores for computing different simulation runs. Since accurate predictions are contingent on empirically averaging many samples (see Theorem 1), the potential of concurrent protocol execution on multi-core architectures is enormous.

These two ideas turn out to complement each other nicely. Concurrency is a default feature of the proposed high-level solution (Monte Carlo), while decision diagrams provide a tractable way for executing individual simulation runs. In the remainder of this section, details of these ideas are described and illustrated.
B. Using Decision Diagrams for Individual Simulation Runs

The general idea of decision diagram-based quantum circuit simulation is about uncovering and exploiting redundancies in the representation of states and operations. Doing so can result in potentially very compact representations, which in turn allows simulating quantum circuits that cannot be tackled using other simulation approaches anymore.

Representing a state vector as a decision diagram revolves around recursively splitting the vector into equally sized sub-vectors, until the sub-vectors only contain a single element. More precisely, consider a quantum register \( q_0, q_1, \ldots, q_{n-1} \) composed of \( n \) qubits, where \( q_0 \) represents the most significant qubit. The first \( 2^{n-1} \) entries of the corresponding state vector would then represent amplitudes for basis states where \( q_0 = 0 \), while the remaining \( 2^{n-1} \) entries would represent amplitudes where \( q_0 = 1 \). This is represented in a decision diagram by a node labeled \( q_0 \) with a left (right) successor which points to a node that represents the sub-vector with amplitudes for basis states with \( q_0 \) assigned \( 0 (1) \). This process is repeated recursively until vectors of size 1 (i.e., complex numbers) result.

During this process, equivalent sub-vectors are represented by the same node—reducing the overall size of the decision diagram. Furthermore, instead of having distinct terminal nodes for all amplitudes, edge weights are used to store common factors of the amplitudes—leading to even more compaction. Reconstructing the amplitude of a specific state can be done by multiplying the edge weights along the corresponding path.

**Example 4.** In Fig. 1a, the state vector \( |\psi\rangle \) from Example 2 is represented as both, vector and decision diagram\(^1\). The annotations of the vector representation indicate how it is decomposed for the decision diagram representation. In order to reconstruct an amplitude from the decision diagram, the edge weights of the corresponding path must be multiplied. For example, the amplitude of the state \( |11\rangle \) (represented by the bold path in Fig. 1a) can be reconstructed by multiplying the edge weights of the root edge \( \frac{1}{\sqrt{2}} \) with the right edge of \( q_0 \) \( (1) \), as well as the right edge of \( q_1 \) \( (1) \), i.e., \( \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} \cdot 1 \cdot 1 = \frac{1}{2} \).

Matrix representations of quantum operations are represented as decision diagrams in a similar way. However, due to the square nature of matrices, they are split into four equally sized sub-parts. These parts are represented in a decision diagram by a node with four successor edges. The first one representing the upper left, the second the upper right, the third the lower left, and the fourth the lower right sub-matrix. The remaining decomposition steps are analogous to the case of a vector described above.

**Example 5.** Fig. 1b provides a decision diagram representation for a \( Z \)-operation applied to the first qubit of a 2-qubit register. The annotations in the matrix representation indicate how the matrix is decomposed into the resulting decision diagram. The matrix entry highlighted bold in Fig. 1b can be reconstructed by multiplying the edge weights of the root edge 1 with the first edge of \( q_0 \) \( (-1) \), as well as the first edge of \( q_1 \) \( (1) \), i.e., \( 1 \cdot -1 \cdot 1 \cdot 1 = -1 \).

Using these representations, operations such as matrix-vector multiplication can be executed so that, simulation of quantum circuits can be conducted. However, similar to the vector and matrix representation, the multiplication must also be decomposed with respect to the most significant qubit.

More precisely, consider a quantum register composed of \( n \) qubits given by \( |\phi\rangle = q_0, q_1, \ldots, q_{n-1} \) (where \( q_0 \) represents the most significant qubit) and a unitary quantum operation \( U \) of size \( 2^n \times 2^n \). To multiply the operation \( U \) onto the state \( |\phi\rangle \), they are split into two (in the case of the state vector) and four (in the case of the operation) equally sized parts. This leads to two sub-vectors of size \( 2^{n-1} \) and four sub-matrices of size \( 2^{n-1} \times 2^{n-1} \). This represents the modifications of \( U \) onto \( q_0 \) and is accordingly represented by a top node labeled \( q_0 \), with two successor nodes. Similar to the vector and matrix decomposition, this process is recursively repeated until vectors of size 2 and matrices of size \( 2 \times 2 \) remain, which are multiplied. From the resulting new amplitudes, the new edge weights are calculated and equivalent sub-vectors are represented by the same node. Multiplications therefore mainly involves recursive traversals of the involved decision diagrams.

Finally, in order to consider error effects, we basically can re-use the concepts from above, i.e., we view error effects as operations, which are applied to the state with some probability. The outcome of such an erroneous operation is an ensemble of possible outcomes \( \{|p_k, |\psi_k\rangle\} \). Gate errors causing depolarization of qubits can be mimicked as illustrated in Example 3. Phase flip decoherence errors can be mimicked in a similar fashion, by applying a \( Z \)-operation to the qubit. The amplitude damping error cannot be simulated using simple gate operations. This is due to the fact that damping a qubit is not reversible, which is why it cannot be expressed using reversible (unitary) operations. This makes it so, that the probability of applying the error is influenced by the state the error is applied to, as illustrated in the following example.

**Example 6.** Consider the state \( |\psi\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle) \) from Example 2 (shown in Fig 1a) and suppose that it is subject to amplitude damping. Here, things get more interesting. If amplitude damping affects the first qubit with probability \( p \), its action is given by the matrices \( A_0 = \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} \) and \( A_1 = \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} \). But, it is not the error probability \( p \) (alone) that matters. In contrast to depolarizing and phase flip errors, amplitude damping is manifestly state-dependent. In order to get the probability for applying either \( A_0 \) or \( A_1 \), they have to be applied to \( |\psi\rangle \). Applying \( A_0 \) to \( |\psi\rangle \) results in a state vector whose squared norm is \( \frac{1}{2} \), which is also the probability that \( A_0 \) is applied. Analogously, the probability for applying \( A_1 \) is \( 1 - \frac{1}{2} \). Depending on those probabilities, one state is randomly chosen and normalized, while the other one is discarded. Thus damping the first qubit with probability \( p \) results in the ensemble \( \{\frac{1}{\sqrt{2}}|01\rangle, (1 - \frac{1}{\sqrt{2}}\cdot \frac{1}{\sqrt{2}}) |00\rangle + \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} |11\rangle\} \) (their decision diagram representations are also given in Fig. 1c).

Using all that, the concepts for stochastic quantum circuit simulation as reviewed in Section III can be realized by means of decision diagrams. More precisely, recall from Section II that for simulating quantum circuits we need means to represent vectors and matrices for states and operations, respectively. Additionally, we need some means of applying operations to states (either for applying quantum operations or error effects). Having all that, the stochastic approach presented in Section III—which allows to apply error operations probabilistically—can be used in a straightforward fashion. Since decision diagrams often allow to represent all these entities and to conduct all these operations in a much more compact and efficient fashion, a big challenge of existing approaches for stochastic quantum circuit simulation is addressed.
C. Exploiting Concurrency Across Different Simulation Runs

As detailed above, decision diagrams provide a powerful data structure that often helps to escape exponential memory requirements. This facilitates the faithful execution of moderate-scale quantum simulation. At the same time, however, decision diagrams can hardly exploit concurrency thus far [38]. This is in stark contrast to state-of-the-art quantum simulators (such as [11]–[19], [25]) which heavily make use of concurrent executions (e.g., during matrix-vector multiplication).

Stochastic quantum simulation, however, is an interesting use case where the apparent trade-off between optimizing memory (through decision diagrams) and exploiting concurrency (to accelerate matrix-vector multiplication) can be resolved by different means: Simply use different cores to compute independent simulation runs (samples). Given that accurate predictions require a sufficient number of independent samples (see Theorem 1), the potential of exploiting concurrency across different simulation runs—rather than within individual runs—is enormous.

It is worthwhile to point out that concurrent execution is a general feature of Monte-Carlo-type approximations and well known. Stochastic quantum simulation is merely an interesting special case. Implementations of stochastic quantum simulations, e.g., in [11]–[13], do not seem to utilize this potential yet (most likely, because most existing approaches rely on exponentially large vectors and matrices representing, hence, the potential of having several runs of this size in parallel and, hence, exploiting concurrency during the matrix-vector multiplications seemed to be the more feasible approach). With the proposed approach, both (memory-efficient representations and concurrent executions) can be exploited.

V. Evaluation

In order to empirically evaluate the performance of the proposed stochastic error simulation approach, we implemented the concepts described above in C++ (using the open-source decision diagram package taken from [39]). Afterwards, we compared the resulting performance against other available state-of-the-art stochastic simulators, namely the LinAlg simulator from the Atos Quantum Learning Machine (QLM) [13] and the statevector simulator from IBM’s Qiskit [12].

We considered different benchmark sets: First, we evaluated all simulation approaches using the Entanglement circuit (an algorithm generating the GHZ state), as well as the Quantum Fourier Transform (QFT, [2]), with an increasing number of qubits. By this, we considered typical use cases incorporating quantum-mechanical effects such as superposition and entanglement in a scalable fashion (i.e., with an increasing number of qubits). Second, we evaluated all simulation approaches using the circuits from the benchmark suite QASMBench (taken from [40]), which contains a broad range of different quantum algorithms.

For all benchmarks, we considered all errors discussed in Section II-B, i.e., gate errors, as well as decoherence errors. More precisely, we applied a depolarization error with 0.1 % probability, an amplitude damping (TD1) error with 0.2 % probability, and a phase flip error (T2) with 0.1 % probability to the gate/qubit. The errors have been simulated using the stochastic approach presented in Section III with a total of $M = 30,000$ iterations for each benchmark (using Theorem 1, this corresponds to tracking 1000 properties with an error margin of less than 0.01 and a confidence of 95 %).

Table I summarizes the results of our evaluation. More precisely, Table Ia, Table Ib, and Table Ic provide the results for the entanglement benchmark, the QFT benchmark, and the QASMBench benchmarks, respectively. In each table, we provide the number $n$ of qubits, as well as the required runtime for each simulation approach in seconds. Note that, due to space limitations, only a selection of the QASMBench benchmarks is explicitly listed. Out of the 53 benchmarks, 4 have been omitted as they could not be simulated by either simulation approach within the time limit of 1 hour. 39 benchmarks have been omitted because their differences in runtime between the simulation approaches remained rather small. Furthermore, note that we do not list any results from Atos’ QLM simulator for the QASMBench benchmarks, since those circuits are only provided in the OpenQASM format, which is not supported by the QLM simulator.

The results show the improved performance of the proposed simulation approach compared to the state-of-the-art approaches by Atos and IBM for certain algorithms. For the entanglement and QFT benchmarks, a substantially better scalability with respect to the number of qubits can be reported. For the QASMBench benchmarks, the proposed solution reaches its limit and gives longer runtimes for the ising, vqe_uccsd, and cc circuits. In the other cases, the circuits could be simulated faster—some algorithms even by several orders of magnitude.

VI. Conclusion

Quantum circuit simulation is an important research area. However, many available quantum circuit simulators simplify the problem by simulating perfect quantum computers. Due to the fragile nature of quantum systems, quantum computers are always subject to errors during their calculations. Simulators which allow the consideration of errors during the simulation often suffer from the exponential complexity of vectors and matrices required for the simulation. We addressed this issue by implementing a stochastic circuit simulator, which exploits the compact representations of vectors and matrices offered by decision diagrams and utilizes concurrent executions for an efficient generation of samples. Evaluations and comparisons against state-of-the-art simulators by IBM and Atos show the improved scalability and efficiency of the proposed solution for certain applications.
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