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Abstract—Quantum computers promise to solve important problems faster than conventional computers. However, unleashing this power has been challenging. In particular, design automation runs into (1) the probabilistic nature of quantum computation and (2) exponential requirements for computational resources on non-quantum hardware. In quantum circuit simulation, Decision Diagrams (DDs) have previously shown to reduce the required memory in many important cases by exploiting redundancies in the quantum state. In this paper, we show that this reduction can be amplified by exploiting the probabilistic nature of quantum computers to achieve even more compact representations. Specifically, we propose two new DD-based simulation strategies that approximate the quantum states to attain more compact representations, while, at the same time, allowing the user to control the resulting degradation in accuracy. We also analytically prove the effect of multiple approximations on the attained accuracy and empirically show that the resulting simulation scheme enables speed-ups up to several orders of magnitudes.
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I. INTRODUCTION

Quantum computing promises significant speed-ups for solving many important computational problems. Oft-cited examples include Shor’s algorithm [20] for integer factorization and Grover’s search [12] for searching in unstructured databases. However, other areas such as chemistry, finance, and machine learning can benefit from quantum computing as well [10], [15], [18]. This advantage largely comes from the exploitation of quantum-mechanical effects such as superposition and entanglement, where an n-qubit state can represent the 2^n basis states at the same time and operations on one qubit can influence another qubit, respectively. Those advantages have motivated Google, IBM, Microsoft, and Intel to build quantum chips and develop design tools, while start-ups like Cambridge Quantum and Rigetti have also joined the race.

Current laboratory and commercial quantum computers are exceedingly expensive, so most of the design and validation work, e.g., simulation [2], [13], [23], compilation [3], [19], [29], and verification [7]–[9], [11], is performed on non-quantum hardware. Here, the power of quantum computing complicates design-tool development, since conventionally representing a quantum state requires an exponential amount of memory—often in the form of a vector with 2^n entries representing the corresponding amplitudes for each possible basis state. Moreover, the straightforward representation of quantum operations is even worse with a 2^n x 2^n-dimensional matrix. This problem can be mitigated in many cases by employing adaptive data structures, such as Decision Diagrams (DDs) [1], [17], [22], [24], [28], [30], but the worst-case complexity remains exponential in the number of qubits.

Another important quantum-mechanical effect leads to further differences compared to non-quantum computing: It is fundamentally impossible to observe the entire quantum state (i.e., the amplitudes for all basis states) without destroying the superposition and entanglement [16]. Instead, a measurement of a quantum state collapses the state into one of the possible basis states. Since such a measurement is probabilistic (and depends on the respective amplitudes for each basis state), the quantum computation as a whole is probabilistic as well, which complicates applications. And yet, our work shows how to improve design-tool efficiency using the probabilistic nature of quantum computation.

Small changes in the amplitudes of a quantum state lead to small changes in the probabilities of measurement outcomes. Accordingly, we can manipulate the quantum state to admit a more compact representation in a finely-controlled tradeoff with its accuracy. In other words, the probabilistic nature of quantum computation makes, to some degree, quantum computations resistant against such small manipulations. Depending on the simulated quantum algorithm and/or specific circuit, a low-accuracy approximation of the final state may still be suitable for non-quantum post-processing leading to the same results, perhaps, after several repeated attempts. For example, Shor’s algorithm works reliably with a circuit fidelity of 50 % (as we show in Section VI), while the quantum-supremacy circuits from Google still provide meaningful results with circuit fidelity around 1 % [4], [14]. This is a truly novel feature of quantum computations compared to computations in the conventional domain which has hardly been exploited yet.

In this work, we propose to exploit error tolerance to speed up DD-based quantum circuit simulation on non-quantum hardware. We investigate applying multiple approximation rounds throughout the simulation process to attain a more compact decision diagram representing the quantum state and, thus, improve the simulation runtime. To this end, we present two dedicated methods to incorporate approximation into the simulation process. The first method is reminiscent of automatic garbage collection used with programming languages and triggers the approximation when the intermediate quantum state grows too large in terms of size of the decision diagram. The second method facilitates the simulation with arbitrary approximation as long as a certain minimum fidelity in the resulting quantum state is guaranteed. Empirical validation demonstrates speed-ups in quantum circuit simulation up to several orders of magnitude.

The remainder of this paper is structured as follows: Section II reviews the fundamentals of quantum computations and decision diagrams. In Section III, we describe key observations that motivate the proposed methods. In Sections IV and V, we propose two methods for approximations in DD-based quantum circuit simulation and provide a proof on the effect of multiple approximations on the overall fidelity, respectively. Section VI summarizes the empirical validation of the proposed methods. Finally, Section VII concludes the paper.
II. BACKGROUND

To keep the paper self-contained, this section provides a brief overview of the basics of quantum computing and decision diagrams as a means to represent quantum states.

A. Quantum Computing

The basic unit of information in quantum computing is the quantum bit or qubit [16]. In the conventional realm, a bit can assume exactly one of the states 0 and 1. Qubits can additionally assume any linear combination of the basis states (denoted |0⟩ and |1⟩ in Dirac notation). More precisely, the state of a qubit is written as |
ψ⟩ = α₀ · |0⟩ + α₁ · |1⟩ with amplitudes α₀, α₁ ∈ C. The squared magnitude |αᵢ|² of an amplitude αᵢ defines the probability with which the corresponding basis state will be the result when measuring. Therefore, the amplitudes have to satisfy the normalization constraint |α₀|² + |α₁|² = 1. A qubit is said to be in superposition, when both α₀ and α₁ are non-zero. Intuitively, this means the qubits are in both states at the same time—one of the important characteristics of quantum computing. Another important characteristic is entanglement, where the measurement of a single qubit may influence the (future) measurement result of another qubit.

Due to the underlying physics, the exact values of the amplitudes (α₀ and α₁) are fundamentally unobservable in physical quantum computers. Instead, the only way to “look at” qubits is measuring (with the outcome probabilities dictated by the amplitudes). Measuring a qubit |
ψ⟩ = α₀ · |0⟩ + α₁ · |1⟩ will yield |0⟩ (|1⟩) with the probability |α₀|² (|α₁|²). Further, the measurement destroys any superposition and entanglement—leaving the qubit in a basis state.

Quantum states consisting of n qubits are extended accordingly to have 2ⁿ basis states and corresponding amplitudes. The normalizing constraint is generalized to ∑ᵢ∈{0,1}ⁿ |αᵢ|² = 1. Further, quantum states are commonly described by vectors with the amplitudes as elements, e.g., a two-qubit state |
ψ⟩ may be denoted as [α₀₀ α₀₁ α₁₀ α₁₁].

Example 1. Consider a two-qubit quantum state |
ψ⟩, which is set to 1/√2 · |00⟩ + 0 · |01⟩ + 0 · |10⟩ + 1/√2 · |11⟩. This state is valid, since |1/√2|² + |1/√2|² = 1 satisfies the normalizing constraint. As a vector, the state is written as |
ψ⟩ = [1/√2 0 0 1/√2]T. Due to the superposition, measuring this state yields either of the two basis states |00⟩ or |11⟩ with a probability of |1/√2|² = 1/2 each. After the measurement, the superposition is destroyed and the quantum state is fixed to the measured state, i.e., subsequent measurements yield the same result.

A quantum state is altered through quantum operations. These operations are defined through unitary matrices, i.e., square matrices whose inverse is their conjugate transpose [16].

Example 2. Commonly used single-qubit operations are X (negates the state of the qubit), H (sets the qubit into superposition), and Z (shifts the phase of the qubit).

A key example for a two-qubit operation is the CNOT, which negates a target qubit iff the control qubit is in the state |1⟩.

Given the vector- and matrix-based descriptions for states and operations, respectively, the effect of applying an operation to a state is defined through the matrix-vector multiplication.

Example 3. Given a quantum state |
ψ⟩ with two qubits set to |00⟩, first performing a Hadamard operation on the first qubit and, afterwards, a CNOT operation yields a new state |
ψ'⟩ defined by |
ψ'⟩ = 
\frac{1}{\sqrt{2}} \cdot \left[ 0 1 0 1 \right] \cdot \left[ \begin{bmatrix} 1 0 0 0 \\ 0 1 0 0 \\ 0 0 1 0 \\ 0 0 0 1 \end{bmatrix} \right] \cdot \left[ \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \right] = \frac{1}{\sqrt{2}} \cdot \left[ 0 1 \right].

Possible outcomes in measuring the new state are |00⟩ or |11⟩—each with a probability of 50% as in Example 1.

B. Decision Diagrams

Naïve representations of quantum states and operations rely on exponentially large vectors and matrices of size 2ⁿ and 2ⁿ × 2ⁿ, respectively (with n denoting the number of qubits). Decision diagrams (DDs) are tried and tested alternative representations that exploit redundancies in order to reduce these complexities [1], [5], [14], [22], [24], [30]. In the task of simulation, utilizing decision diagrams instead of vectors/matrices increases the performance by several orders of magnitude for certain algorithms [30]. In the best case, this resulted in a runtime of under two minutes with decision diagrams compared to 30 days with matrix-vector multiplication.

Redundancies are exploited by using shared structures whenever possible. To this end, e.g., the vector is split into upper and lower sub-vectors. This splitting is repeated for the sub-vectors until the result is a single element. Since each split halves the size of the vector, there are n levels of splitting for an n-qubit state. During this process, identical sub-vectors are detected and represented by a single shared structure for the identical sub-vectors. The decision diagram is then normalized to ensure a canonical representation. To determine the value of an amplitude, the edge weights of the path representing said amplitude are multiplied. Analogously, this is done for matrices.

Example 4. Consider the state vector in Fig. 1a. The annotations on the left denote the basis state each amplitude corresponds to. In Fig. 1b, a decision diagram representing the same state is depicted. To access the amplitude of basis state |011⟩, the bolded path in the decision diagram has to be traversed and the edge weights along this path have to be multiplied, i.e., (q₂ = 0, q₁ = 1, q₀ = 1) yielding 2/√3π · 1/2 · (−1) · 1 = −1/√3π.

III. MOTIVATION

In this work, we investigate how to efficiently simulate quantum computations on non-quantum machines. Computational efficiency aside, this task is straightforward to solve and boils down to a series of matrix-vector multiplications as reviewed in Section II-A. However, this approach requires an exponential
amount of memory to store the corresponding vectors and matrices. Decision diagrams as reviewed in Section II-B may cope with that for many instances, but eventually have the same worst-case complexity. We propose to improve upon that state of the art by exploiting approximations of the respectively considered decision diagrams.

Physical quantum computers are inherently probabilistic in nature, i.e., they do not output an explicit vector of amplitudes but rather a bitstring representing a single basis state which is probabilistically selected during measurement. While the results of such measurements still depend on the respective amplitudes, 100% accuracy in the amplitudes is not always necessary for that. For example, near-zero probabilities imply near-zero amplitudes and, thus, may be ignored in many quantum circuit applications without much impact on the final result. In this work, we are going to exploit this observation. To this end, we first require a metric to quantify proximity for quantum states.

The **fidelity metric** of two quantum states measures their proximity [16], [25]. It expresses the likelihood that measuring two quantum states results in the same outcome. It is defined by:

\[
F(\psi, \phi) = \left| \frac{\langle \psi | \phi \rangle}{\sqrt{\langle \psi | \psi \rangle \langle \phi | \phi \rangle}} \right|
\]

For pure quantum states as used in this work, the fidelity is given by:

\[
F(\psi, \phi) = |\langle \psi | \phi \rangle|^2 = |\langle \psi | U \phi \rangle|^2 = |\langle \phi | U^\dagger \psi \rangle|^2
\]

Example 6. Given the original state \( \psi = \frac{1}{2} [1 \ 1 \ 1 \ 1]^T \) and \( |\phi \rangle = \frac{1}{\sqrt{2}} [1 \ 0 \ 0 \ 1]^T \), their fidelity is calculated as \( F(\psi, \phi) = \frac{1}{2} \cdot \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} = \frac{1}{4} \). Intuitively, this states that the probability of measuring the same outcome from both quantum states is 50% (which indeed is the case for these two quantum states).

We use the fidelity metric to determine the accuracy of approximation, i.e., how far the original state is from its approximation obtained by zeroing out some of its small amplitudes. In this context, the fidelity metric has an important property: it is preserved under unitary transformations, i.e., the quantum operations we use in simulation. More precisely, given a quantum operation \( U \) and two quantum states \( |\psi \rangle \) and \( |\phi \rangle \), applying \( U \) to each state does not further decrease their fidelity, i.e., \( F(U |\psi \rangle, U |\phi \rangle) = F(|\psi \rangle, |\phi \rangle) \) [25]. Furthermore, small amplitudes can be zeroed out during the simulation while maintaining a reasonable end-to-end accuracy.

A method to efficiently employ approximation as motivated in the previous section must be able to (1) remove nodes from the decision diagrams while, at the same time, (2) efficiently determine the effect of that removal on the accuracy (i.e., the fidelity). More specifically, a corresponding method should ideally guarantee that the accuracy/fidelity has a lower bound, which can be defined by the user. These objectives can be accomplished by numerically estimating the norm contribution of each node to the overall accuracy and selecting appropriate nodes for removal [27].

**Definition 2 (Norm Contribution of a Node).** The paths through a decision diagram from top to bottom encode the amplitudes in the edge weights. More precisely, the product of edge weights along a path yields the corresponding amplitude. The norm contribution of a node (or contribution for short) is the sum of squared magnitudes of amplitudes for each path passing through that node. From this, it follows that for each level \( i \) in the decision diagrams, the contributions of nodes \( q_i \) on this level add up to 1.

**Example 7.** Consider again the decision diagram shown in Fig. 1b. Since all paths of the decision diagram go through the root node labeled \( q_0 \), this node has a contribution of 1. The nodes labeled \( q_1 \) and \( q_2 \) on the right-hand side have a contribution of 0.8 each, because the squared magnitude of amplitudes for paths passing through is \( 2 \cdot |1/\sqrt{2}|^2 = 0.8 \). The node labeled \( q_3 \) on left-hand side has a contribution of 0.2 and its two \( q_0 \)-successors have a contribution of 0.1 each.
Having calculated the contributions of each node, the effect of removing a node from the decision diagram on the resulting fidelity can be determined: since the removal of a node corresponds to setting the relevant amplitudes to zero, the fidelity decreases additively by the sum of squared magnitude of the zeroed amplitudes. Hence, the contribution of a node directly translates into the fidelity lost on removal. This facilitates a lower bound on the resulting fidelity by only removing nodes with a small enough contribution.

**Example 8.** Consider again the decision diagram shown in Fig. 1b and the corresponding node contributions as determined above. Removing the root node labeled $q_2$ (and, by this, the entire decision diagram) would lead to a fidelity of 0—accordingly reflected by the node’s contribution of 1. Instead, removing the left-hand side node labeled $q_1$ (which has a contribution of 0.2) results in the state shown in Fig. 1d as discussed before—yielding a much more compact representation while maintaining a fidelity of 0.8.

The above technique can be used at any point during simulation to evaluate the effect of removing individual nodes in terms of implied accuracy loss. Based on that, we can now focus on specific strategies to ensure good accuracy-efficiency tradeoffs. These are described next.

**B. Memory-driven Approximation**

First, we propose a reactive strategy which focuses on efficiency, i.e., caters to the use case, where the size of the decision diagram (and, hence, the required memory requirements) should be kept low—even if this means risking an unsuitable loss in fidelity. To this end, we evaluate after each simulation step (i.e., after each application of a quantum operation to the current state) whether the size of the decision diagram (i.e., its number of nodes) exceeds a certain threshold (defined by the user). This is similar to typical garbage collection methods in which memory is freed once certain thresholds are exceeded (the difference here is that we do this at the expense of accuracy). Since the fidelity decreases with each application of such an approximation round, the threshold is dynamically increased as well to avoid that the number of applied approximations gets too large.

We distill the ideas proposed so far into the following procedure: in the simulation, the quantum operations are successively applied to the quantum state. After each quantum operation, the size of the decision diagram representing the state is compared to the user-defined threshold. If that threshold is exceeded, the quantum state is approximated targeting the single-round fidelity (which is also given by the user). Additionally, the threshold is doubled after each approximation round to avoid too many approximations.

Due to its simple structure, this strategy is appropriate as a reactive protection against out-of-memory conditions, especially when simulating a new circuit type and not knowing what to expect.

**Example 9.** The quantum-supremacy circuits [6] are designed so that they posses little to no redundancy, which is an exceptionally challenging case for quantum state representation by decision diagrams. Therefore, the size of the decision diagram will increase rapidly to the point were it significantly slows down the simulation process. At that point, the approximation scheme proposed here kicks in and trades off some accuracy for a smaller representation and subsequently faster simulation.

This process repeats when the decision diagram reaches the new threshold size.

Underestimating the hyper-parameters for the threshold and single-round fidelity may render the simulation result meaningless if the final state fidelity is too low. Nonetheless, when carefully considering the algorithm at hand, memory-driven approximation may enable successful simulations previously blocked by insufficient memory.

**C. Fidelity-driven Approximation**

To complement the reactive strategy from Section IV-B, we now propose a proactive strategy based on accuracy. This strategy caters to the use case where the fidelity must not drop below a certain lower bound but, beyond that, the decision diagram can be approximated as much as possible. Indeed, in many applications, it is sufficient if the resulting quantum state is not exact but employs a certain lower-bound accuracy. For example, Shor’s algorithm [20] frequently works with a circuit fidelity of around 50% and still determines the factors of an integer correctly as we show in Section VI. Since the approximation method described in Section IV-A, i.e., the removal of nodes of a decision diagram, can guarantee a certain lower bound for fidelity, this can easily be realized.

Given a minimum required final fidelity $f_{\text{final}}$ for the quantum state after the simulation, the number of times the approximation is applied (approximation rounds) is proactively calculated for the circuit. Due to the multiplicative property of the fidelity metric, the maximum number of approximation rounds is $\log_{f_{\text{final}}}(f_{\text{final}})$, where $f_{\text{final}}$ is the target fidelity for each approximation round. This requires choosing a tradeoff between (1) few approximation rounds with low single-round fidelity and (2) many approximation rounds with high single-round fidelity. The first choice keeps the overhead of the approximation rounds low, but in between the size of the decision diagram may grow too much. The second choice, on the other hand, is much more likely to limit the growth of the decision diagram while imposing the overhead of performing many approximation rounds. The optimal selection heavily depends on the quantum algorithm.

In addition to deciding the number of approximation rounds, the locations in the quantum circuit at which to approximate have to be determined. From a high-level perspective, promising candidates for such locations are between circuit blocks of the algorithm. When no such circuit blocks can be identified, e.g., after certain types of circuit optimization, the individual approximation rounds are evenly spaced out through the circuit.

**Example 10.** Shor’s algorithm [20] exhibits distinctive circuit blocks as illustrated in Fig. 2. It consists of Hadamard operations, a series of modular multiplications ($Ua^x$), and an inverse QFT, which itself is further split into Hadamard operations and controlled rotations (CR). Exploiting this knowledge facilitates approximation rounds after each modular multiplication and after the controlled rotations during the inverse QFT. Following the proposed strategy, the number of approximation rounds and...
their positions are determined before the simulation to lower-bound the fidelity of the quantum state after the simulation.

As with the reactive strategy, suitable hyper-parameter selection is paramount, because producing results with unnecessarily high fidelity may require greater computational resources.

V. EFFECT OF MULTIPLE APPROXIMATIONS

The effect of the applied approximations is crucial to the eventual accuracy and, hence, the approaches proposed above. In the motivation in Section III and the approaches proposed in Section IV, we established the contribution of nodes to directly calculate the effect on the fidelity if said nodes are removed. Moreover, we claimed that even applying several approximation rounds can be reflected by multiplying the correspondingly resulting fidelities. However, while this claim may seem intuitive, it lacks a rigorous underpinning thus far. We now provide theoretical basis for this claim.

The fidelity metric quantifies the proximity of quantum states. Recall Definition 1: Given two quantum states $|\psi\rangle, |\phi\rangle \in \mathbb{C}^D$:

$$F(|\psi\rangle, |\phi\rangle) = (\langle \psi | \phi \rangle)^2 \in [0, 1] \text{ for } D = 2^n\text{-dimensional states.}$$

In the following, we show that the fidelity metric behaves as one might expect under successive approximations. More specifically, we consider a simple truncation procedure, which is a generalization of the proposed approximation scheme for decision diagrams. Fix a subset $I \subset \{0, \ldots, D-1\}$ of relevant coordinates and consider the following truncation:

$$|\psi_I\rangle = \frac{P_I |\psi\rangle}{\|P_I |\psi\rangle\|_2} \quad \text{where } P_I = \sum_{i \in I} |i\rangle\langle i|.$$  \hspace{1cm} (1)

This procedure zeros out every amplitude that does not belong to the set $I$ and subsequently re-scales the vector to have unit length again. Hence, it has the same effect as eliminating nodes in a decision diagram (with subsequent re-scaling) if $I$ is chosen appropriately. The following mathematical statement asserts that that fidelity behaves nicely under such truncation procedures.

**Lemma 1.** Fix two quantum states $|\psi\rangle, |\phi\rangle$ and a truncation procedure (1). Then,

$$F(|\psi\rangle, |\phi\rangle) = F(|\psi_I\rangle, |\phi_I\rangle) \cdot F(|\psi_I\rangle, |\phi_I\rangle).$$

To spell it out, the fidelity between a target state $|\psi\rangle$ and an approximation of $|\phi\rangle$ factorizes into the fidelity of loss incurred by approximating the target times the fidelity between both approximations.

**Proof.** The statement readily follows from combining the following properties of a truncation procedure (1):

$$P_I |\psi_I\rangle = |\psi_I\rangle \quad \text{and} \quad \|P_I |\psi\rangle\|_2 = \sqrt{F(|\psi\rangle, |\psi_I\rangle)}.$$

The first equation states that projecting twice does not change the state, while the second relation expresses the scaling parameter in terms of fidelity. Combining both yields

$$F(|\psi\rangle, |\phi\rangle) = \left| \langle \psi | P_I |\phi_I\rangle \right|^2 = \sqrt{F(|\psi\rangle, |\psi_I\rangle) \cdot \langle \psi_I |\phi_I\rangle}^2 = F(|\psi_I\rangle, |\phi_I\rangle) \cdot F(|\psi_I\rangle, |\phi_I\rangle).$$

This observation addresses the (possibly) multiple approximation rounds in our simulation approach with a starting state $|\chi\rangle$ and unitaries $U_i$:

$$|\phi\rangle = U_3^i U_2 U_1 |\chi\rangle \quad \text{(true target),}$$
$$|\phi'\rangle = U_3^i (U_2 U_1 |\chi\rangle) \quad \text{(one approximation),}$$
$$|\phi''\rangle = U_3^i (U_2 (U_1 |\chi\rangle)) \quad \text{(two approximations).}$$

Unitary invariance of the fidelity function will allow us to ignore $U_3$. Set

$$|\psi\rangle = U_3^i |\phi\rangle = U_3^i U_2 U_1 |\chi\rangle, \quad |\phi_I\rangle = (U_2 U_1 |\chi\rangle) = U_3^i |\phi'\rangle,$$
$$|\phi\rangle = U_2 (U_1 |\chi\rangle), \quad |\phi_I\rangle = (U_2 U_1 |\chi\rangle) = U_3^i |\phi''\rangle$$

and observe

$$F(|\phi\rangle, |\phi''\rangle) = F(U_3^i |\phi\rangle, U_3^i |\phi''\rangle) = F(|\psi\rangle, |\phi_I\rangle) \cdot F(|\psi_I\rangle, |\phi_I\rangle) = F(|\phi\rangle, |\phi'\rangle) \cdot F(|\phi'\rangle, |\phi''\rangle).$$

Hence, we have shown that the overall fidelity after multiple approximation rounds can be calculated by simply multiplying the fidelities between the individual rounds.

VI. EMPIRICAL VALIDATION

To validate the impact of approximation in DD-based quantum circuit simulation, we implemented both methods proposed in Section IV on top the simulator provided at https://tic.jku.at/eda/research/quantum_simulation [28], [30] as part of the JKQ toolset [26]. We used the simulation without approximation as a reference to quantify the effects of approximations with respect to maximum DD size and runtime when approximately simulating the exact circuits. The simulations were performed on a server running GNU/Linux with a 4.2 GHz (8 cores) CPU and 32 GiB main memory. GCC 7.5.0 served as compiler and GNU parallel [21] was used to control experiment execution.

Table I shows the validation results for the memory- as well as the fidelity-driven approximate simulation method. The results show that suitably chosen hyper-parameters enable significant improvements for quantum-supremacy circuits from Google and speed-ups of several orders of magnitudes for Shor’s algorithm.

The memory-driven approach was validated using the quantum-supremacy circuits from Google using conditional phase-gates [6] (denoted “qsup\_AxB\_C” with $A \times B$ being the grid size and $C$ being the depth). Since these circuits are designed to be hard to simulate (exactly and approximately) and have little to no redundancy, they are exceptionally challenging for decision diagrams. Nonetheless, the approximation scheme with a sensible threshold halves the runtime in the best case, while maintaining a fidelity above 10 %, which (depending on the research context) is still acceptable and, in fact, better than the results from a physical quantum computer [4], [14]. However, the validation also highlights that the parameters have to be carefully selected or there is risk of performance degradation.

The fidelity-driven approach is ideal if the user has knowledge of the required accuracy as it enables to guarantee a lower bound. In the validation, we focused on Shor’s algorithm [31] (denoted “shor\_A\_B” with the number to factorize $A$ and coprime $B$). Using the proposed approximate simulation, we were able to simulate Shor’s algorithm with a speed-up of several orders of magnitude while setting 50 % as minimum fidelity. Notably, the benchmark shor\_1157\_B (33 qubits) timed out in three hours, while the approximate simulation completed in just under two minutes. In the experiment, we exploited the knowledge that
the inverse Quantum Fourier Transformation (QFT) at the end of the algorithm required by far the most time to simulate and, hence, applied the approximation rounds during the inverse QFT. While 50% fidelity seems low, we were able to correctly factorize the numbers given in the benchmarks by performing the non-quantum postprocessing steps of Shor’s algorithm. Our results clearly demonstrate the potential of DD-based simulation with approximation: it enables users to improve runtime performance by up to several orders of magnitude, while keeping the decrease in the accuracy of the resulting quantum state at a level which still delivers meaningful results.

VII. CONCLUSIONS

Quantum circuit simulation is an important pillar of design automation for quantum computing. In this work, we proposed two new methods for simulation that facilitate an increased performance in a tradeoff with the accuracy of the resulting state. More precisely, we have investigated quantum circuit simulation with multiple approximation rounds to reduce the size of the decision diagram representing the quantum state. The first method focuses on efficiency and reactively sacrifices accuracy for a more compact representation. In the second method, given a minimal required accuracy, the approximation rounds are proactively configured to guarantee the required accuracy. We further provided an analytical proof for the intuition that the end-to-end fidelity after multiple approximation rounds is the product of the fidelity for each round. The empirical validation of both methods showed significant increases in performance up to orders of magnitude in the best-case scenario, while still producing a result with suitable accuracy.
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