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ABSTRACT
Sample preparation is an important application for the digital microfluidic biochips (DMFBs) platform, and many methods have been developed to reduce the time and reagent usage associated with on-chip sample preparation. However, errors in fluidic operations can result in the concentration of the resulting droplet being outside the calibration range. Current error-recovery methods have the drawback that they need the use of on-chip sensors and further re-execution time. In this paper, we present two dilution-chain structures that can generate a droplet with a desired concentration even if volume variations occur during droplet splitting. Experimental results show the effectiveness of the proposed method compared to previous methods.

KEYWORDS
Sample preparation, digital microfluidics, robust

1 INTRODUCTION
Digital microfluidic biochips (DMFBs) are now being used for biochemical applications such as high-throughput DNA sequencing, point-of-care clinical diagnostics, and immunoassays [4]. These devices manipulate liquid as discrete droplets of picoliter volumes based on the principle of electrowetting-on-dielectric under voltage-based electrode actuation [4]. DMFBs have been commercially adopted for sample preparation [22] and infectious disease testing [14]. Techniques have been developed for high-level synthesis [7, 10], module placement [23], and droplet routing [2, 11].

Sample preparation plays an important role in biochemical protocols. According to [5], sample preparation accounts for 90% of the cost and 95% of the analysis time in biochemical experiments. In sample preparation, intermediate droplets are repeatedly split and mixed with reagent and buffer droplets until the desired target concentration is obtained. A physical model underlying droplet mixing and splitting operations is investigated in detail [4]. To date, several sample-preparation algorithms have been developed for DMFBs. The “bit-scanning” method (BS, [21]) guarantees a minimum number of dilution operations and therefore the minimum amount of time. The “dilution and mixing with reduced wastage algorithm” (DMRW, [19]) and the “improved dilution and mixing algorithm” (IDMA, [20]) utilize droplet-sharing techniques to reduce the overall droplet usage. On the other hand, the “reactant minimization algorithm” (REMIA, [12]) constructs a dilution forest that minimizes the reactant droplet usage. The work in [3] presents an optimal dilution tree based on a minimum-cost maximum-flow model. Note that all of the above algorithms use the (1:1) mixing model (i.e., two droplets of equal size are mixed). The algorithm in [1] extends the (1:1) mixing model to the (1:2) mixing model, but it requires dedicated mixers, which limits the benefits of reconfigurability that can be derived from DMFBs.

However, because of the inherent uncertainty associated with fluidic operations, errors may occur even if the chip is fully tested [13]. It has been reported that 80% of errors in sample preparation can be attributed to volume variations in droplets [18]. These errors are mostly caused by errors in splitting operations. If the accumulated error is large enough to make the resulting concentration fall outside the calibrated range, the product droplet is deemed to be erroneous. In order to address this, error-recovery methods have been developed to ensure correct outcomes in on-chip sample preparation [13]. However, there are two scenarios where we cannot apply such an error-recovery method: (1) For low-cost DMFBs without integrated sensors [8], the bioassay runs in an open-loop manner with no sensor feedback; (2) error-recovery methods proposed thus far require large recovery times, which can lead to outcome-droplet invalidation. For example, fibronectin is known to degrade within 10 s [9]; therefore, protocol re-execution is not feasible for this reagent. These two scenarios motivate the need for a robust sample preparation method for DMFBs. Such a method must be capable of achieving the desired target concentrations without the need of sensors and re-executions.

In this paper, we present a sample preparation method that meets these objectives. In contrast to previously proposed sample preparation methods, we do not attempt to address this problem through re-executions (requiring sensors and increasing the execution time), but we deal with volume variations directly during the sample preparation protocol. This is accomplished through the use of two dilution-chain structures that can generate a droplet with concentration in a narrow range even if there are volume variations during droplet splitting. Based on these structures, we present an integer linear programming (ILP) method to optimize an optimal dilution tree (with respect to an amortized droplet cost). This approach leads to droplets with target concentrations even if volume variations occur during the process. Experimental results show the applicability and effectiveness of the proposed method.

The remainder of the paper is organized as follows. Section 2 introduces a motivational example and the proposed dilution-chain structures. Section 3 presents the problem formulation for sample preparation. Section 4 describes the method used to construct a dilution tree based on the two types of dilution-chain structures. Section 5 presents experimental results and comparisons with previous methods. Finally, Section 6 concludes the paper.

2 ERRORS IN SAMPLE PREPARATION
In this section, we show how volume variations in splitting operations lead to a droplet with an erroneous concentration in a sample preparation bioassay.

We use the BS method from [21] as an example. A target concentration is obtained by first representing the desired concentration as a binary string. Then, a dilution graph is constructed by scanning the binary string from right to left.
If a bit “1” is encountered, the intermediate droplet is mixed with a 1X reagent droplet (100% concentration). Otherwise, the intermediate droplet is mixed with a 1X buffer droplet (0% concentration).

**Example 1.** Suppose the desired concentration is 241/512 (i.e., 47.07%) and the resolution is 1/512. Here, resolution is the difference between two neighbouring concentrations (e.g., concentrations 241/512 and 242/512). In order to achieve this concentration in the BS method, we first represent the desired concentration in terms of a binary string, i.e., \((0.011110001)_2\). Based on that, a dilution graph is constructed as shown in Fig. 1(a). Here, each node represents a so-called mix-split operation, i.e. two IX droplets are mixed to form a 2X droplet and, afterwards, the resulting (mixed) droplet is split into two child droplets of IX again. This way, a sequence of mix-split operations is constructed that starts with a mix-split operation of a reagent and a buffer droplet (yielding an intermediate droplet with concentration of 50% as shown in the left-hand side of Fig. 1(a)). Afterwards, further mix-split operations are employed which mix the resulting intermediate droplet with another buffer (reagent) droplet (if the corresponding position in the binary string occupies a “0” ("1").

However, volume variations can occur in each droplet splitting operation. For example, if we split a parent droplet with volume \(V_p\) times the unit volume, it is likely that that no droplets of the same size will result, but that two child droplets with volumes of \(V_p \times 0.5(1 + x)\) units and \(V_p \times 0.5(1 - x)\) units will be generated, respectively. Here, parameter \(x\) is defined as the volume variation of the resulting child droplets. According to [18], the volume variation magnitude \(x\) is within the range \([-0.07, 0.07]\).

**Example 2.** Consider again the example from above and assume that two volume errors (with \(x = 0.07\)) occur in Node 1 and Node 2 (as illustrated in Fig. 1(b)). Node 1 will generate two child droplets (with 88.28% concentration) with 1.07X and 0.93X volumes. If the larger of the two droplet is selected for the next operation (i.e. for conducting the mix-split operations in Node 2), the concentration \(C(2)\) of the intermediate droplet in Node 2 is:

\[
C(2) = \left(\frac{88.28 \times 1.07 + 100 \times 1}{1.07 + 1}\right) \times 100\% = 93.94\% \quad (1)
\]

The concentration variation is obvious here since a concentration of 94.14% is expected (cf. Fig. 1(a)). Furthermore, the resulting droplet is of volume 2.07X (rather than 2X). Since there is also a 7% volume variation in Node 2, the volume of the two child droplets after splitting is 2.07 \times 0.5 \times 0.93 = 0.96X and 2.07 \times 0.5 \times 1.07 = 1.11X, respectively. In this case, if the smaller droplet is selected and it is mixed with a 1 unit-volume buffer droplet in Node 3, the concentration \(C(3)\) of the mixed droplet in Node 3 is given by:

\[
C(3) = \left(\frac{93.94 \times 0.96 + 0 \times 1}{0.96 + 1}\right) \times 100\% = 46.01\% \quad (2)
\]

This is clearly off from the expected concentration which was given to be 47.07%. Even considering the acceptable resolution (which, as stated above, is 1/512 = 0.20% and leads to a range of \([46.97\%, 47.17\%]\)), this clearly would lead to a failing sample preparation.

It is obvious that, if volume variations occur in the execution of a sample-preparation protocol, the concentration of the resulting droplet is affected, and the sample preparation is likely to fail. Therefore, we need to devise a special dilution-chain structure that is able to generate the correct concentration even in the presence of volume variations.

### 3 OVERVIEW OF PROPOSED SOLUTION

In this section, we introduce the creation of a dilution graph that addresses the problem described above. The general idea rests on not using only one of the droplets generated by a mix-split operation, but both of them. Moreover, by using two dedicated dilution-chain structures, we ensure that volume variations will eventually be cancelled out to a large extent. By this, the resulting concentration variation gets minimized, and we can execute a sample preparation protocol that is robust to volume variations.

#### 3.1 Two Dilution-Chain Structures

Fig. 2(a) and Fig. 2(b) show the proposed dedicated dilution-chain structures (which we refer to as Type-A and Type-B, respectively). The two leftmost nodes represent the dispensing of buffer droplets (0% concentration) and reagent droplets (100% concentration), respectively. The other nodes represent mix-split operations. Such a structure offers the benefit that both child droplets are used by a subsequent node. With a 1X reagent droplet and two 1X buffer droplets, concentrations of \([50\%, 25\%, 37.5\%, 31.25\%, 34.375\%, ...]\) can be generated by the Type-A dilution-chain structure. Analogously, with two 1X reagent droplets and one 1X buffer droplet, concentrations of \([50\%, 75\%, 62.5\%, 68.75\%, 65.625\%, ...]\) can be generated by the Type-B dilution-chain structure.
3.2 Stability of Volumes and Concentrations

Fig. 3 illustrates the Type-A and Type-B dilution-chain structures with volume variations. The volume variation at Node 1 of a dilution-chain structure is referred to as $x_1$. If the volume of the parent droplet at Node 1 is $V_i$, the volumes of its two child droplets are $V_i \times \frac{1}{3}(1 + x_1)$ and $V_i \times \frac{1}{3}(1 - x_1)$, respectively. According to (4), the value range of $x_1$ is $[-0.07, 0.07]$. For example, in Fig. 3(a), the volume of the parent droplet at Node 1 is 2, and the volume variation at this node is $x_1$. According to the notation in Fig. 3(a), a child droplet with volume $(1 + x_1)$ is associated with Node 3 while the other with volume $(1 - x_1)$ is associated with Node 2. Note that because the value of $x_1$ can be either a positive or a negative number, the weights on the edges in Fig. 3 can be either a positive or a negative value as well. For example, if we want the value of $-x_1$ in Fig. 3(a) to be positive, we just need to assign a negative value to $x_1$.

The volume $V_A(i)$ of the mixed droplet in Node $i$ in the Type-A dilution-chain structure is given by:

$$V_A(i) = 2 + (-1)^{i-1} \times \sum_{j=1}^{i-1} \left( \frac{1}{2} \right)^{i-j} x_j$$

Likewise, the volume $V_B(i)$ of the mixed droplet in Node $i$ in the Type-B dilution-chain structure is given by:

$$V_B(i) = 2 + (-1)^{i} \times \sum_{j=1}^{i-1} \left( \frac{1}{2} \right)^{i-j} x_j$$

Because the second terms in Equation (3) and Equation (4) are geometric sequences, we obtain identical value ranges for $V_A(i)$ and $V_B(i)$ (note that the range of $x_j$ is $[-0.07, 0.07]$):

$$1.86 \leq V_A(i), V_B(i) \leq 2.14$$

The concentration of the mixed droplet in each node can be expressed as a function of the volume variations $x_1, x_2, ..., x_i$. The expressions are omitted here for the sake of conciseness, but we can apply numerical methods to obtain upper and lower bounds on these concentrations.

**Example 3.** Suppose the desired concentration for Node $i$ is $C(i)$. Let the lower and upper bounds on this concentration be $C_{lo}(i)$ and $C_{up}(i)$, respectively. Based on this notation, we define the lower bound gap as $\Delta_{lo}(i) = C_{lo}(i) - C(i)$, and define the upper bound gap as $\Delta_{up}(i) = C_{up}(i) - C(i)$. Table 1 shows these gaps for Node 1 to Node 9 in the two dilution-chain structures. It is obvious by inspection that both bound gaps decrease with an increase in the number of nodes. In other words, as we go deeper in the dilution-chain structure, the lower and upper bounds on the concentration gradually converge to the desired concentration. Moreover, the resulting droplet concentration becomes confined to a narrow range.

From Equation (5) and Table 1, we can conclude that the dilution-chain structure provides volume stability as well as concentration stability for the intermediate droplets. However, concentrations that can be generated from the two dilution-chain structures are limited. For example, the Type-A structure generates concentrations around 33% (see Fig. 2(a)),

<table>
<thead>
<tr>
<th>Node</th>
<th>$\Delta_{lo}$</th>
<th>$\Delta_{up}$</th>
<th>$\Delta_{lo}$</th>
<th>$\Delta_{up}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0967%</td>
<td>0.0000%</td>
<td>0.0454%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>2</td>
<td>0.4227%</td>
<td>0.2149%</td>
<td>0.4533%</td>
<td>0.2226%</td>
</tr>
<tr>
<td>3</td>
<td>0.4003%</td>
<td>0.1113%</td>
<td>0.3667%</td>
<td>0.1074%</td>
</tr>
<tr>
<td>4</td>
<td>0.1833%</td>
<td>0.1204%</td>
<td>0.2001%</td>
<td>0.1257%</td>
</tr>
<tr>
<td>5</td>
<td>0.1937%</td>
<td>0.0628%</td>
<td>0.1274%</td>
<td>0.0602%</td>
</tr>
<tr>
<td>6</td>
<td>0.0386%</td>
<td>0.0476%</td>
<td>0.0937%</td>
<td>0.0498%</td>
</tr>
<tr>
<td>7</td>
<td>0.0291%</td>
<td>0.0176%</td>
<td>0.0285%</td>
<td>0.0174%</td>
</tr>
<tr>
<td>8</td>
<td>0.0092%</td>
<td>0.0132%</td>
<td>0.0093%</td>
<td>0.0133%</td>
</tr>
<tr>
<td>9</td>
<td>0.0069%</td>
<td>0.0045%</td>
<td>0.0069%</td>
<td>0.0045%</td>
</tr>
</tbody>
</table>

**Figure 2:** Proposed dilution-chain structures: (a) Type-A; (b) Type-B.

**Figure 3:** Illustration of the (a) Type-A, and (b) Type-B dilution-chain structures with volume variations.
while the Type-B structure generates concentrations around 66% (see Fig. 2(b)). Therefore, if the desired concentration is not near 33% or 66% (e.g., the concentration 47.07% that we considered earlier), we are not able to generate the desired concentration with only one dilution-chain structure (either Type-A or Type-B).

However, we can first use multiple dilution-chain structures to generate multiple intermediate droplets, and next combine these intermediate droplets with buffer and reagent droplets to achieve the desired concentration.

### 3.3 Illustrative Example

We next show how we can achieve the desired concentration from multiple dilution-chain structures.

Suppose the desired concentration is \( C = \frac{241}{512} \approx 47.07\% \) and the resolution is \( R = \frac{1}{512} = 0.20\% \). In this case, the concentration calibrated range is \([46.97\%, 47.17\%]\). Based on the proposed solution, a dilution graph as sketched in Fig. 4 is used to generate a concentration that is within the calibrated range. In this graph, two Type-A dilution-chain structures are used. The left-hand side Type-A structure generates a 1X-volume droplet with concentration of 33.30078125%, while the right-hand side Type-A structure generates a 1X-volume droplet with concentration of 37.5%. Finally, we mix these two droplets with four 1X-volume buffer droplets and four 1X-volume reagent droplets from the reservoir to obtain a droplet with concentration 47.08% (which is within the calibrated range).

However, because of volume variations in each splitting operation, the resulting concentration will deviate from the desired value. Here, we assume that the volume variation obeys the uniform distribution (i.e., evenly distributed from -7% to 7%). If we simulate the sample preparation process in Fig. 4 for a total of 100 times, 85 of them generate a concentration that is within the calibrated range, and the probability of success (POS) is 85/100 = 0.85. In contrast, if we use the BS method reviewed in Fig. 1(a), and simulate the sample preparation process for a total of 100 times, only 2 of them generate a resulting concentration that is within the calibrated range, i.e., the POS is only 2/100 = 0.02.

Suppose the cost of 1X-volume buffer is 0.1 and the cost of 1X-volume reagent is 1. The BS method sketched in Fig. 1(a) consumes a 5X-volume buffer and a 5X-volume reagent. The cost for a one-time run is \( 0.1 \times 5 + 1 \times 5 = 5.5 \). According to [16], the number of times \( T \) we need to run the method until we get one success obeys the geometric distribution. Because the POS for the BS method is only 0.02, the expectation \( E[T] \) is equal to \( 1/0.02 \). Hence, the ammortized cost is \( C_{\text{amt}} = 5.5/0.02 = 275 \). On the other hand, the proposed method shown in Fig. 4 consumes only a 8X-volume buffer and a 6X-volume reagent. Therefore, the cost for a one-time run is \( 0.1 \times 8 + 1 \times 6 = 6.8 \), and the ammortized cost is \( C_{\text{amt}} = 6.8/0.85 = 8 \).

From this example, we conclude that, although the cost for the proposed method is larger than that for the BS method, we achieve a significant reduction in the ammortized cost because of the significant higher value of POS.

### 4 DETAILS OF THE PROPOSED SOLUTION

In this section, we propose an ILP formulation to address two problems that arise when realizing the method proposed above: (1) what intermediate droplets must be generated by multiple dilution-chain structures; (2) how many buffer and reagent droplets are needed to derive the desired concentration. We first formulate these two problems and then describe the corresponding ILP model that can address them.

#### 4.1 Formulation of the Remaining Problem

We first provide the following definitions and assumption about sample preparation. Using a one-time run protocol, we regard it as a success if the concentration of the resulting droplet is within the calibrated range of \([C - 0.5R, C + 0.5R]\). Otherwise, it is a failure. Suppose we run sample preparation for a total of \( N \) times. If \( N_s \) of them are successful, the probability of success (POS) is defined as \( \text{POS} = N_s/N \).

According to [4], dispensing operations are very reliable fluidic operations. Therefore, we assume that there is no volume variation in dispensing.

We now formulate the general problem as follows:

**Input:** (1) Required concentration \( C \); (2) Resolution \( R \) (i.e., the difference between two neighboring concentrations); (3) The cost \( W_b \) of 1X-volume buffer; (4) The cost \( W_r \) of 1X-volume reagent; (5) The volume variation \( V \) in each splitting operation. We assume that it is a random variable that obeys the uniform distribution on \([-0.07, 0.07]\).

**Output:** A dilution graph based on the two dilution-chain structures. In this dilution graph, \( N_b \) 1X-volume buffer and \( N_r \) 1X-volume reagent droplets are used. The POS for this solution is obtained by simulation.

**Objective:** Minimize the ammortized cost defined by:

\[
C_{\text{amt}} = (W_b \times N_b + W_r \times N_r) \times \frac{1}{\text{POS}}.
\]

The first term in Equation (6) represents the cost of one run. If a sample preparation run fails, we need to run it again until success. According to [16], the number of runs until we get a final success obeys the geometric distribution, and the expectation number of runs is \( 1/\text{POS} \). Therefore, Equation (6) represent the ammortized cost needed to obtain the desired resulting concentration.

#### 4.2 Proposed ILP Model

As shown in Fig. 5, we use \( N \) dilution-chain (DC) structures to construct the dilution tree. Each DC structure \( DC_i \) can either be of Type-A or Type-B. Suppose that the deepest node we can reach is node \( M \). We define two binary variables: (1) \( a_{ij} \) is equal to 1 if \( DC_i \) generates a droplet with concentration \( C_A(j) \) (see Fig. 6). Otherwise, \( a_{ij} \) is equal to 0; (2) \( b_{ij} \) is equal to 1 if \( DC_i \) generates a droplet with concentration \( C_B(j) \) (see Fig. 6). Otherwise, \( b_{ij} \) is equal to 0. Because
(see Table 1) for the concentration in

and $V_r$, respectively. Note that the value of $V_i$ ($i = 1, ..., N$)

is predefined for this ILP problem. However, $V_0$ and $V_r$ are

free variables, i.e., the ILP solver is supposed to assign them

so that the target concentration $C$ is achieved.

As mentioned above, the calibrated range is $[C - 0.5R, C + 0.5R]$. However, this range is too restrictive to ensure a

feasible ILP solution. We need to introduce a user-defined parameter $\alpha$ to make this range a little wider, and the re-
sulting adjustable calibrated range is therefore $[C - 0.5\alpha R, C + 0.5\alpha R]$ ($\alpha > 1$).

If the concentration of each $DC_i$ achieves its maximum value of $C_i + U_i$, the resulting concentration also achieves

its maximum value. We require this value to be equal to or smaller than $C + 0.5\alpha R$, i.e., we have:

$$
\frac{100% \times V_i + \sum_{i=1}^{N} (C_i + U_i) \times V_i}{V_i + V_r + \sum_{i=1}^{N} V_i} \leq C + \alpha \times \frac{R}{2}
$$

(11)

If the concentration of each $DC_i$ achieves its minimum value of $C_i - L_i$, the resulting concentration also achieves

its minimum value. We require this value to be equal to or larger than $C - 0.5\alpha R$, i.e., we have:

$$
\frac{100% \times V_i + \sum_{i=1}^{N} (C_i - L_i) \times V_i}{V_i + V_r + \sum_{i=1}^{N} V_i} \geq C - \alpha \times \frac{R}{2}
$$

(12)

The ILP problem needs to minimize the following cost:

$$
C = W_b \times (V_i + \sum_{i=1}^{N} M a_{i,j} + \sum_{i=1}^{N} b_{i,j} + \sum_{i=1}^{N} b_{i,j})
$$

(13)

$$
W_r \times (V_i + \sum_{i=1}^{N} M a_{i,j} + \sum_{i=1}^{N} b_{i,j})
$$

Note that in this ILP model, we optimize only the (not

amortized) cost. The amortized cost is optimized in the

control flow discussed in the following subsection.

4.3 Overall Flow

Fig. 7 shows the overall flow that minimizes the amortized cost of a dilution tree. Suppose $N_{max}$ represents the maxi-

mum number of DC structures we can use, and let $\alpha_{max}$ be

the maximum value of the user-defined variable $\alpha$. First, we

initialize both $N$ and $\alpha$ to 1. Next, for each value of $N$, we

generate all possible combinations of $V_i$ ($i = 1, ..., N$). For

example, $(V_1, V_2, V_3) = (1, 2, 1)$ and $(V_1, V_2, V_3) = (1, 1, 1)$

are different combinations, while $(V_1, V_2, V_3) = (1, 2, 1)$ and

$(V_1, V_2, V_3) = (2, 1, 1)$ are the same combination. For each

combination, we formulate and solve the ILP problem as described above, and obtain the resulting dilution tree. Fol-

lowing this step, we carry out Monte Carlo simulation to
obtain the corresponding POS and amortized cost (which are stored in the memory). This process is repeated until all \((N, \alpha)\) values are iterated, resulting in a substantial number of dilution trees. We select the one with the minimum amortized cost as the optimal dilution tree.

The total number of value combinations for \(V_i\) \((i = 1, \ldots, N)\) is \(N + 1\), therefore we need to solve \((N+1)\) ILP problems for each innermost loop in Fig. 7. When \(N\) is equal to 1, 2, \ldots, \(N_{\text{max}}\), we need to solve 2, 3, \ldots, \((N_{\text{max}} + 1)\) ILP problems, respectively. Therefore, we need to solve \((\frac{(N_{\text{max}} + 1 + 2)N_{\text{max}}}{2})\) ILP problems for each middle loop in Fig. 7. Finally, \(\alpha\) is increased from 1 to \(\alpha_{\text{max}}\) with a step size of 0.1, so there are \((\alpha_{\text{max}} - 1)/0.1 + 1)\) values of \(\alpha\) iterated for the outermost loop in Fig. 7. Based on this analysis, the total number of ILP problems \(N_{\text{ilp}}\) we need to solve in Fig. 7 can be expressed as:

\[
N_{\text{ilp}} = \frac{(N_{\text{max}} + 3)N_{\text{max}}}{2} \times \left[\frac{(\alpha_{\text{max}} - 1)}{0.1} + 1\right]
\]  

In practice, we find that when \(N_{\text{max}} = 5\) and \(\alpha_{\text{max}} = 1.5\), we are able to obtain a good dilution tree with low amortized cost. The total number of ILP problems we need to solve for this setting is 120, and it takes about 10 s to complete the computation on a computer with a Core i3 3.7 GHz CPU and a 8 GB memory. The solution space for the ILP problem formulated in Section 4.2 is \(O(2^{3N})\), but it only takes about 0.09 s to find the solution using a commercial ILP solver [15].

5 EXPERIMENTAL RESULTS

In this section, we compare the proposed method with four prior methods, namely BS [21], DMRW [19], REMIA [12] and FLOW [3]. For these methods, we inject volume variations into each splitting operation, and inspect the performance of each method.

5.1 Metrics

We first define the metrics that are used to evaluate the performance of each method. In a sample preparation protocol, several buffer and reagent droplets are used to generate the expected concentration. However, because of the existence of waste droplets, not all the available buffers and reagents are used for the resulting droplet. If there are many waste droplets, the corresponding sample preparation method is not cost-efficient. Therefore, we define a metric called Droplet Utilization to evaluate the extent of cost-saving of a sample preparation method, i.e.,

\[
UT = \frac{W_b \times N \times (1 - C) + W_r \times N \times C}{W_b \times N_b + W_r \times N_r},
\]  

where \(W_b\) is the cost of a 1X-volume buffer, \(W_r\) is the cost of a 1X-volume reagent, \(N_b\) is the volume of the input buffer, \(N_r\) is the volume of the input reagent, \(N\) is the volume of the resulting droplet, and \(C\) is the desired concentration. This metric represent the ratio of (1) the cost of reagent and buffer remaining in the resulting droplet versus (2) the cost of the input reagent and buffer. It is obvious that the method reduces cost if the value of this metric is high.

We also define a metric to evaluate the unified amortized cost to generate the desired droplet. All prior methods generate a droplet of 2X volume. However, our method generates a droplet with a volume larger than 2X. To ensure fair comparison, we define a second metric called Unit Amortized Droplet Cost, i.e.,

\[
\text{Unit Amortized Droplet Cost} = \frac{\text{Cost}}{\text{Unit Amortized Droplet Volume}}
\]

In our evaluations, we first considered concentrations ranging from 1/256 to 255/256 with a resolution of 1/256. The results are shown in Table 2 and Table 3, where \(N_r\), \(N_b\), and \(N\) are the same as those in Equation (15), and POS is the probability of success.

5.2 Results

A sample preparation bioassay is typically composed of droplet transportation, droplet splitting, and droplet mixing operations. The physics underlying these operations is described in [4], and experimental results were also reported. In this section, the results of sample preparation methods are generated by simulation. Since the simulations are based on the model in [4], our results reflect the results what is expected for actual biochips.

In our evaluations, we first considered concentrations ranging from 1/256 to 255/256 with a resolution of 1/256. The results are shown in Table 2 and Table 3, where \(N_r\), \(N_b\), and \(N\) represent the average number of reagent droplets, the average number of buffer droplets, and the average number of waste droplets, respectively. Without loss of generality, we used four \((W_r, W_b)\) values in our simulations, namely \((1, 0), (1, 0.1), (1, 1)\) and \((1, 4)\). These four values are selected based on the reagents and buffers used in a DMFB-based
bioassay [9]. In this bioassay, reagents with different concentrations are used, and we use four of these reagents to extract the cost values: (1) (1, 0) for trichloroacetic acid in DI water; (2) (1, 0.1) for Pluronics F127 in Borate; (3) (1, 1) for acetonitrile in chloroform; (4) (1, 4) for acetic acid in chloroform.

As shown in Table 2 and Table 3, the POS of BS, REMIA and FLOW are relatively low (smaller than 0.50) because their dilution graphs are not designed with respect to volume variation in splitting operations. Both DMRW and the proposed method achieve a POS higher than 0.9. Note that DMRW does not consider volume variation in the design stage. However, because it has a dilution graph that is similar to the two dilution-chain structures, it achieves nearly the same POS as our method. For the other methods, many waste droplets are discarded, therefore, the droplet utilization (UT) for these methods is less than 0.50. However, in our method, most of the buffer and reagent droplets are used to construct the final droplet, and the value of UT is as high as 0.96. When it comes to parameter COST, the value of COST is the lowest among all methods, because the proposed method has a high POS and a high UT. Note that the $(W_b, W_d)$ entry for $N_r$ to UT is labeled as “N/A” because the change of this value does not have any effect to previous methods. However, as the value of $W_s$ changes, the COST values for previous methods change as well. It is obvious by inspection that the COST values for BS, REMIA and FLOW methods are much larger than that in DMRW and the proposed method because their droplet utilization (i.e., UT) and POS are relatively low.

From Table 3, we can see that the simulation results for value (1, 0) and (1, 0.1) are the same, because in both cases the cost of 1X-volume buffer is negligible. However, when this cost increases (e.g., value (1, 1) and value (1, 4)), the buffer usage is reduced to limit the overall cost. Moreover, POS decreases as well because one-time cost dominates the amortized cost. Therefore, solutions with low one-time cost and POS are selected by the proposed method.

Next, we consider a total of 1024 concentrations, ranging from 1/1024 to 1023/1024, with a resolution of 1/1024. The results are reported in Table 4 and Table 5. Because the resolution is much smaller (only 1/4 of that in Table 2), the BS, REMIA and FLOW method are not usable due to the low POSs (0.08, 0.19 and 0.11, respectively). However, the POS for DMRW and our method is acceptable.

6 CONCLUSION

We have presented a sample preparation method that provides the desired concentration accuracy despite volume variations in droplet splitting. We attempt to mitigate the volume-variation problem by the use of two dilution-chain structures. These structures can generate a droplet with concentration in a narrow range even if there are volume variations. Based on these structures, we have presented an ILP-based method for the construction of a dilution tree. It generates a resulting droplet with the target concentrations even if volume variations occur during sample preparation. Experimental evaluations demonstrate the applicability and effectiveness of the proposed method. In future work, we will proposed a more sophisticated method that utilizes the dilution-chain structure, and compare the area utilisations and number of operations for different sample preparation methods. Besides that, comparisons with error-oblivious sample preparation methods as recently proposed in [17] shall be conducted.
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