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Abstract—Today, energy saving is a major design target, since the number of mobile- or power-independent devices is increasing. These devices should operate as long as possible with one battery charge. Especially for designs where speed is of secondary importance, adiabatic circuits are a promising alternative. These kind of circuits are rather slow but extremely energy efficient. However, the full potential of adiabatic circuits can only be fully exploited if computations are conducted in a reversible fashion. This is not the case for conventional circuits which are usually composed of non-reversible gates such as AND, OR, etc. At the same time, design methods for so-called reversible circuits received significant interest – mainly motivated by emerging technologies such as quantum computation or encoder design. In this work, we exploit the accomplishments of these complementary areas and, realize fully reversible adiabatic circuits. In this work, we exploit the accomplishments of these complementary areas and, realize fully reversible adiabatic circuits. Technical details on the corresponding implementation are afterwards covered in Section VI. Section VII concludes the paper.
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I. INTRODUCTION

In the modern world, computation devices are found everywhere. Most visible might be desktop and laptop computers, but the vast majority of computation devices is actually embedded in everything from children’s toys to smartphones. In particular for the latter applications, power consumption becomes a major issue as it is directly related to usability and convenience in power-limited contexts. For example, battery-powered devices often need to be charged (e.g. smartphones almost daily) or require a change of batteries (e.g. hearing aids every week).

If conventional CMOS technologies reach their limits in further decreasing the power consumption, adiabatic circuits provide a promising alternative. Although these circuits are rather slow and require significantly more area than conventional circuits, they allow for executing computations in a power-efficient fashion. Hence, particularly for systems which (1) rely on a battery or other low-power connections, (2) are designed for a specialized application rather than for general computation, and (3) operate with little-to-no external input for long periods of time, adiabatic circuits provide an ideal trade-off. These findings led to many realizations of adiabatic circuits such as Efficient Charge Recovery Logic (ECRL, [1], [2]) or Split-level Charge Recovery Logic (SCRL, [3], [4]). However, the full potential of adiabatic circuits cannot be exploited by these solutions since they still consider the realization of conventional functions composed of gates such as AND, OR, etc. This is a significant drawback since energy recovery in adiabatic circuits relies, besides others, on reverting (i.e. uncomputing) the functionality of single gates. In fact, reversible computations allow to explicitly control a so-called discharge path and, by this, to re-use energy which has been loaded to capacitors. Unfortunately, only very few works exist which explicitly investigated the realization of purely reversible functions in the domain of adiabatic circuits (probably due to the fact that most circuits available thus far are inherently non-reversible). Among those are the works proposed in [5], [6], which however realized the reversible circuits again using conventional design methods (loosing the benefit for adiabatic circuits). In [7], reversible functions have been realized in a quasi-adiabatic logic style – but again, without explicitly controlling the discharge path in order to save energy. Only the concept of Reversible Energy Recovery Logic (RERL, [8]) makes explicit use of this characteristic and employs a reversible gate in order to fully exploit the adiabatic computation and save energy. The main problem with this solution is, however, that very limited functionality has been realized with this concept thus far. Until today, no synthesis and technology mapping flow is available which lifts adiabatic circuits fully exploiting their potential to a level that allow for the realization of complex functionality. In this work, we propose such a methodology for circuits designed with methods for reversible circuits [9], [10], [11], [12], [13], [14], [15]. A technology scheme is proposed which realizes the logical circuits obtained by these solutions into corresponding transistor netlists – while at the same time satisfying all “rules” to be considered in order to fully exploit the benefits of adiabatic computation. Based on these contributions, a synthesis flow results which, for the first time, allows for the realization of fully reversible adiabatic circuits. Experimental evaluations show that the resulting circuits indeed outperform conventional solutions with respect to energy consumption.

The remainder of this paper is structured as follows: Section II reviews the basics on both (complementary) research areas, reversible circuit design and adiabatic circuits. This provides the motivation of our work (outlined in Section III) and leads to our main contribution: the implementation of fully reversible adiabatic circuits. Technical details on the corresponding implementation are afterwards covered in Section IV, while the resulting synthesis flow is described in Section V. The performance of the obtained reversible adiabatic circuits is finally evaluated and compared to conventional realizations summarized in Section VI. Section VII concludes the paper.
This work deals with the exploitation of reversible circuits for implementing adiabatic circuits. Hence, we first review the corresponding background on both issues in this section.

A. Reversible Logic

In the past, researchers and engineers narrowed the investigation of computation machines down to a preponderantly non-reversible logic paradigm. A simple standard operation like the logical AND already illustrates that: Although, it is possible to obtain the input values of an AND gate if the output is set to 1 (then, both inputs must be set to 1 as well), it is not possible to determine the input values if the AND outputs 0.

In contrast, reversible computation is an alternative computation paradigm which only allows for bijective operations, i.e. reversible n-input n-output functions that map each possible input vector to a unique output vector. The underlying idea of reversible computation is exemplary illustrated in Fig. 1a by means of a simple addition. Performing solely the addition of reversible computation is exemplary illustrated in Fig. 1a by means of a simple addition. Performing solely the addition leads to an information loss and makes it impossible to undo the calculation without knowing the original inputs. Instead, if the addition is realized as shown in Fig. 1b, computations can be performed in a reversible fashion, i.e. from the inputs to the outputs and vice versa.

Albeit not so well established yet, this computation paradigm is of significant interest for many emerging technologies such as quantum computation [16] as well as new ways for low-power computation [17] and adiabatic computation [18], on-chip interconnects [19], [20], or verification [21]. Consequently, a broad variety of different design solutions have been proposed for reversible logic – including e.g. exact methods that guarantee minimality with respect to the number of gates (e.g. [9], [10]) and heuristic approaches (e.g. [11], [12], [13], [14], [15]) as well as dedicated hardware description languages [22] which allow for the design of complex functionality. All these methods rely thereby on a circuit model which inherently is reversible.

More precisely, a reversible circuit realizes reversible functions, i.e. logic functions \( f : \mathbb{B}^m \rightarrow \mathbb{B}^{m'} \) over inputs \( X = \{x_0, \ldots, x_{m-1}\} \), where

- the number of inputs is equal to the number of outputs (i.e. \( m = m' \)) and
- each input pattern maps to a unique output pattern.

Since non-reversible gates such as AND, OR, etc. do not satisfy these characteristics (neither do they work on the same number of inputs/outputs nor do they realize a unique input/output mapping), reversible circuits are composed of reversible gates only.

The most frequently occurring reversible gate is the so-called Toffoli gate \( T(C, t) \) which is composed of a set of control lines \( C = \{x_{i_0}, x_{i_1}, \ldots, x_{i_{k-1}}\} \) with \( C \subset X \) and a single target line \( x_j \in X \) with \( x_j \notin C \). This gate maps \( (x_0, x_1, \ldots, x_j, \ldots, x_{m-1}) \) to \( (x_0, x_1, \ldots, (x_{i_0}, x_{i_1}, \ldots, x_{i_{k-1}}) \oplus x_j, \ldots, x_{m-1}) \), i.e. the target line is inverted if all control lines are set to 1; otherwise the value of the target line is passed through unchanged.

Fig. 2 shows a reversible circuit composed of \( m = 4 \) circuit lines and \( d = 3 \) Toffoli gates. Control lines are indicated by black circles, while a target line is indicated by \( \oplus \). The gates are given by \( g_1 = T(\{a, d\}, c), g_2 = T(\{b, c\}, a) \), and \( g_3 = T(\emptyset, d) \). This circuit maps e.g. the input pattern \( 1110 \) to the output pattern \( 1100 \) (as shown in Fig. 2). Inherently, every computation can be performed in both directions (i.e. computations towards the outputs and towards the inputs can be performed).

Reversible circuits as introduced above are universal, i.e. each desired function can be realized as a cascade of Toffoli gates (in order to realize non-reversible functionality, a so-called embedding step has to additionally be performed; see e.g. [23]). Motivated by several (emerging) technologies, also corresponding design methods are already available for this purpose (as already mentioned above; see e.g. [9], [10], [11], [12], [13], [14], [15]).

B. Adiabatic Circuits

In conventional CMOS technologies, the respectively desired result of a logic function (e.g. a gate) is realized by establishing a connection either to a supply voltage (Vdd) or to the ground. This is illustrated by means of Fig. 3a. More precisely, if an output of a gate is supposed to evaluate to 1, the load \( C_L \) of the gate\(^1\) gets charged to the Vdd level (in Fig. 3a, realized by a block \( F \) and illustrated by the top arrow). Otherwise (if an output of a gate is supposed to evaluate to 0), the load \( C_L \) gets discharged to the ground (in Fig. 3a, realized by a block \( F \) and illustrated by the bottom arrow). Obviously, the latter case yields a significant loss of energy.

Adiabatic circuits have been introduced as an alternative to avoid this energy loss by avoiding discharges to the ground whenever possible. Here, the static power supply (as shown in Fig. 3a) is replaced by a pulsing power supply which frequently charges and discharges the loads \( C_L \) and \( C'_L \) as

\[ C_L = \frac{Vdd}{2} \quad \text{and} \quad C'_L = \frac{Vdd}{2} \]

\(^1\)The load of a gate (here represented by \( C_L \)) usually consists of the input capacitance of the following gate and the wire capacitance.
shown in Fig. 3b. To this end, adiabatic circuits are typically realized in a dual-rail fashion, thus there are two capacitances in the figure. By this, the respectively provided energy can be recovered during the low phase of the power supply. More precisely, if the block \( F \) evaluates to 1, then the load \( C_L \) gets charged if the power supply additionally rises to the 1-level (the block \( F \) evaluates to 0), load \( C_L \) is not charged. Since \( F \) is still valid when the power supply drops back to the ground level, the load \( C_L \) gets discharged through the same path as it has been charged. The same analogously happens for block \( T \). This way, the charge is recovered back to the power supply (in contrast to conventional CMOS-based circuits, where the energy used for charging the load is lost).

However, charging the load as described above can be seen as charging a capacitance through a resistor. This causes an energy dissipation \( E \) whose amount can be determined by

\[
E = \frac{RC}{T} \cdot CV^2,
\]

where \( R, C, T, \) and \( V \) denote the resistance, the capacity, the time needed for charging, and the voltage, respectively. But in contrast to conventional CMOS-based circuits, this energy loss can be controlled: In fact, the energy \( E \) is decreased when the time \( T \) is increased. Hence, instead of directly providing the full supply voltage (as in conventional gates), adiabatic circuits increase the time \( T \) by slowly ramping up the supply voltage. Although this yields a slower circuit, this constitutes a suitable trade-off for many energy-dependent applications.

Moreover, the time \( T \) can further be increased by ensuring that transistors in the charging/discharging path are only turned on if there is no potential difference between their drain and source contacts. Aside of that, dissipation increases when a transistor is turned off while current is flowing through it. Since the current is not cut off immediately, but over a certain period of time during which the transistor is in an intermediate state where the voltage drop over drain and source is increased, a higher power consumption results. Overall, this leads to two rules that allow for energy efficient adiabatic circuits:

1) Never turn on a transistor if there is a voltage difference between drain and source.
2) Never turn off a transistor if there is a current through it.

Because of the pulsing power supply, this requires a dedicated timing. In its simplest form, the process described above can be distinguished into three phases: a charging phase, an evaluation phase, and a discharging phase. In order to efficiently realize these phases, a pipelining structure composed of multiple gates as shown in Fig. 4, can be employed. Here, the result of a gate is handed over to the next stage during an evaluation phase. The power supply of the following stage should not ramp up until its inputs are stable, i.e. until the charging of the first stage is completed and the evaluation phase started for that gate. Therefore, the rising ramp of the power supply needs to be shifted by one phase. A disadvantage is that the stages get charged in ascending order and need to be discharged in descending order – resulting in highly impractical circuits. The solution is to use explicit discharge paths rather than charging and discharging through the same path [24]. While this increases the area overhead, it provides the basis for energy efficient circuit realizations.

III. MOTIVATION AND GENERAL IDEA

While adiabatic circuits as reviewed above indeed provide a promising alternative to conventional CMOS-based solutions, a problem occurs when controlling the discharge path: If a gate evaluates to a logic 0, the load is never connected to the power supply and, thus, gets not charged. Accordingly, there is no need to discharge this load (moreover, the load is even not allowed to get discharged), because when the load is at potential 0 and the discharge path should be established, a potential difference between drain and source exists (since the power supply is still at Vdd level). This constitutes a violation of the first rule reviewed in Section II.B. In order to handle this problem, the discharge path has to be controlled. To this end, it is necessary to know whether the output is at 1 or at 0-level. This issue is illustrated using the example circuit in Fig. 5. Both gates, B1 and B2, represent a simple adiabatic buffer with a separate discharge path FB1 and FB2. Assuming the input is held constant at 1, B1 gets charged with \( \Phi_1 \) and B2 with \( \Phi_2 \), i.e. a pipeline structure is established. Since Q1 (the output of B1) acts as the input to B2, discharging of B1 must not happen until B2 evaluated its output Q2 (that is one phase delayed to B1). Hence the output Q2 is one phase delayed to Q1 and would be ideal to control the discharge path FB1 – at least from a timing point of view.

![Discharge control](image.png)
The discharge path of B1 is marked with $G^{-1}$ representing the inverted function of G to reconstruct Q1 from Q2.

Because of this, the full potential of adiabatic circuits can only be exploited if functions are realized whose results can be reverted. This holds for reversible circuits as reviewed in Section II.A. However, no real exploitation of reversible circuit design for the realization of adiabatic circuits has been proposed yet. To the best of our knowledge, only [5], [6], [7], [8] investigated this relation yet. But [5], [6] only realized standard functions such as adder and multiplier which, on top of that, realize the reversible circuits following the conventional computation paradigm (and, hence, loosing the benefit for adiabatic circuits). The same holds for [7], where reversible functions have been realized in a quasi-adiabatic logic style that, however, does not utilize the reversibility of the circuit. Finally, the concept of Reversible Energy Recovery Logic [8] represents the most promising exploitation of reversibility thus far. But here only single gates or very limited functionality has actually been realized.

In this work, we are aiming for overcoming these limitations and propose a methodology which is capable of realizing adiabatic circuits enhanced by reversibility for large functionality. To this end, the accomplishments in the design of reversible circuit design – in particular, the synthesis methodologies [9], [10], [11], [12], [13] – is exploited. They already provide the means to realize complex functionality in a logic fashion. Using that as a basis, corresponding adiabatic circuits can be created by:

- mapping the respective Toffoli gates (used in the reversible circuits obtained by these design methods) into corresponding technology cells,
- realizing the discharge path to support the resulting cells while, at the same time, satisfying the rules of adiabatic circuits, and
- adjusting clocking so that all phases are still conducted accordingly.

In the next section, how to accomplish these steps is described in detail. This leads to a synthesis flow (described in Section V) which allows to realize complex functionality while exploiting the full potential of adiabatic circuits.

IV. IMPLEMENTATION

A. Mapping Toffoli Gates to Technology Cells

The synthesis methods to be applied within the concept proposed above determine reversible circuits which are composed of Toffoli gates as their only gate type (see Section II-A). Hence, a technology cell for this gate type is required. Fig. 7 shows a corresponding proposal.

The PMOS transistors $T_{1}$ to $T_{8}$ realize the logic function, whereas $T_{7}$ separates the input from the output after the charging phase (so that the input can change to the next value). $T_{1}$ to $T_{7}$ represent the charging path used to energize the gate. Since the path is only used to charge and is only conducting if the output should evaluate to 1, it is sufficient to use PMOS transistors since the “strong 0” of the NMOS is not needed. Other adiabatic circuits (even the ones proposed in [8]) used full transmission gates thus far. The NMOS transistors $T_{9}$ to $T_{10}$ represent the discharging path that is controlled by the output of the following gate ($T_{9}$). Note that this discharge path is not part of the cell but is a cell by itself (highlighted by a dashed rectangle in Fig. 7 and discussed later in Section IV.B). $T_{10}$ is used to separate the output from the supply voltage (like $T_{7}$). Since the load should be discharged down to the ground level, NMOS transistors have been used for the discharge path. Due to switching activity and leakage effects, the output gets slightly charged even if it should result to 0. Unfortunately, this charge is not unloaded during the discharge phase, since the discharge path is only conducting if the output is 1. The charge accumulates over multiple 0-periods leading to glitches and a wrong interpretation of this output. A first idea to avoid this is to use a rail clamp transistor to ground. Unfortunately, the charge is then lost which increases the power consumption. Hence, instead of dissipating the charge to ground, we removed the connection to the ground and added the rail clamp transistor $T_{10}$ to the inverted pulsing supply voltage (in our case, $\bar{\Phi}$ is inverted to $\Phi$). By this, the unwanted charge can be drained from the output and is fed back to $\Phi$. This results in an increased power consumption for this one cell alone since the charge is not fed back to the actual supply $\Phi$. For the remaining circuit with multiple stages, the power consumption is reduced due to the fact that there will also be a cell driven by $\bar{\Phi}$ where the charge is fed back to $\Phi$.

In Addition to the described circuit, the cell has a complementary circuit so that the cell evaluates both, Q and not Q. This is important since the inverted signals are needed for controlling the following stages. Furthermore, note that the described cell realizes a Toffoli gate with two control lines. Toffoli gates with more (or less) control lines can however be designed in a similar fashion.

B. Realizing the Discharge Path

Next, the discharge path for a cell $F$ has to be realized. As discussed before by means of Fig. 6, this is conducted by realizing the inverted function $G^{-1}$ of a cell $G$ which follows $F$. Using the Toffoli cell as proposed in the previous subsection, this can be realized (since Toffoli gates are self-inverse, cells for both, $G$ and $G^{-1}$, are identical). In order to additionally satisfy the rule “Never turn on a transistor if there is a voltage difference between drain and source”, the resulting realization is adjusted so that the output is to be discharged only if there is a charge to unload. Note that the realization of this discharge path using $G^{-1}$ is not considered to be a part of cell $F$, but an own cell by itself (highlighted by a rectangle
in Fig. 7). This allows to independently realize $F$ and $G^{-1}$ and to combine them when the actual synthesis is applied.

C. Adjusting the Clock

The above introduced cell operates in six phases and, therefore, six different clocks are required – each clock with a phase shifted 60 degrees compared to the previous clock. This yields a clocking scheme as sketched in Fig. 8.

These clocks are not only used as supply voltage but also as control signals in order to turn on and turn off the charge and discharge paths. In the following, the different phases of operations are explained by means of the circuit from Fig. 7 and the clocking scheme from Fig. 8. Let $\Phi_1$ and its inverted counterpart $\Phi_\neg 1$, then the inputs should change in phase with $\Phi_6$ (one phases before $\Phi_1$ rises to Vdd). $T_7$ should turn on two phases before $\Phi_1$ rises, i.e. in phase with $\Phi_5$. At timestep $t_6$, the charge path is activated – in phase with $\Phi_5$. Since $T_7$ is a PMOS transistor, we need the inverted control signal $\Phi_1$. The input signals will be coming from one stage before and, therefore, are arriving with clock $\Phi_6$ at timestep $t_1$. At timestep $t_2$, $\Phi_1$ charges the circuit and, at timestep $t_3$, the evaluation phase starts and the charge path deactivates since $T_7$ turns off. The fed back output signal from the following stage arrives at timestep $t_8$ (in phase with $\Phi_2$). The discharge path is still separated from the output. Only at timestep $t_4$, $T_6$ gets activated with $\Phi_1$ so that the discharge path is now established. At timestep $t_5$, $\Phi_1$ drops back to the 0-level and discharges the circuit. This eventually leads to the following mapping for one cell:

- $\Phi_1$: pulsed power supply
- $\Phi_2$: $C_{ch}$
- $\Phi_3$: $C_{fb}$
- $\Phi_4$: inverted pulsed power supply
- $\Phi_5$: is not used
- $\Phi_6$: $C_{fb}$

V. RESULTING SYNTHESIS FLOW

Using the solutions proposed above, an automated synthesis flow can be compiled which realizes the desired functionality as an adiabatic circuit which, due to the exploited reversibility, fully unleashes its potential. This section briefly describes the resulting flow and its step.

First, the desired functionality is realized in terms of a reversible logic circuit using existing synthesis methods such as [9], [10], [11], [12], [13]. This yields e.g. a gate netlist as shown in Fig. 9 realizing a full adder.

Each gate in this circuit can be seen as a stage in the adiabatic pipeline. Because the feedback path of each cell depends on the following cell, the proposed synthesis flow iterates the netlist in reverse order from right to left. The next step is to insert output flipflops to every lane. This is necessary to buffer the output and to be able to control the feedback path of the last stage. The added flipflops are triggered by $\Phi_1$.

In a similar fashion, all remaining gates of the circuit from Fig. 9 are realized. Note that, in the case a lane is not used in a stage, no buffer is inserted. Buffer insertion follows not until the lane is required later by another gate. This is e.g. the case for the first lane in Fig. 10 as the buffers $a_1$ and $a_2$ need to be inserted for stage $\Phi_5$ and $\Phi_6$ so that the output signal reaches the flipflop at the same phase as the other lanes do. For inserting these buffers two strategies are possible: On the one hand, buffers can be inserted for every stage in which the lane is not needed from the input of the design up to the output. Resulting in a full pipeline structure, this allows a throughput of signals with the same frequency as the pulsing power supplies $\Phi$. This leads to a higher overhead due to
the necessary buffers and, thus, a bigger design with higher power consumption. Alternatively, it is possible to only insert a number of buffers so that the actual stage gets the desired $\Phi$ (as depicted in Fig. 11). This results in less overhead, i.e. smaller area and less power consumption. On the downside, the input of the design needs to be stable during the entire signal flow through all stages – resulting in a throughput of $\frac{s \cdot p}{n}$, where $s$ denotes the number of stages and $p$ the period of $\Phi$. However, this is only relevant for more complex designs with a big logic depth. While for the full adder example, no difference between the two variants exists. The experiments summarized in the next section assumed the second variant due to our goal of minimum power consumption.

![Fig. 10. Netlist of a full adder](image)

![Fig. 11. Buffer insertion](image)

### VI. EXPERIMENTAL EVALUATION

In order to evaluate the proposed solution, we implemented resulting synthesis flow including all steps in Python. The correspondingly required Toffoli cells have been implemented using 180nm technology\(^2\).

Since the simulation of complex designs with thousands of gates on the transistor level is rather inefficient, we decided to use an approach similar to digital design: The performance of each gate has been simulated solely and, afterwards, the resulting numbers are correspondingly multiplied with their occurrences in the design. But since the behavior of one gate depends on the surrounding gates, its load, and its drivers, one single simulation of a gate is not sufficient. In order to address this, all possible combinations of Toffoli cells, feedback paths, ascending cell preceding cell, etc. as well as all possible input combinations have been simulated using *Cadence Spectre* simulator and accordingly incorporated in a power library file. After these simulations, a Python script has been used to iterate over the verilog netlist. For each cell in the netlist, the corresponding entry in the power library file is determined by analyzing its surroundings. From that, the respectively required energy consumption is determined. The resulting numbers with respect to power consumption (in [mW]), delay (in [ns]), and transistor count are provided in Table I. As benchmarks, we considered reversible circuits taken from *RevLib* [25] which have been realized using the reversible circuit design methods mentioned e.g. in Section II.A. In order to compare the obtained results to conventional solutions, the same functionality has additionally been realized using the *Synopsys Design Compiler* and a standard CMOS technology. Corresponding numbers are provided in Table I as well.

As can be seen from the table, the proposed design flow is superior in power consumption except for very small designs. This can be explained by the fact that it is not possible to regain all energy, since some energy is not fed back to the actual $\Phi$ but to the inverted one (as also discussed above). If the number of stages is small (below 6) and/or not a multiple of 6, the realization of a discharge path cannot be guaranteed. If the designs get larger, this effect becomes negligible. Besides that, it can clearly be seen that the delay and the transistor count significantly increases. This, however, is the expected trade-off for adiabatic circuits in general (as discussed in Section I and Section II) and of the proposed solution fully exploiting reversible logic as well as the full pipeline structure (as discussed in Section III and Section IV). This trade-off eventually results in the significant improvements in the power consumption – an eventual “killer-argument” for power-dependent devices. At this point it should again be mentioned that, with filling all stages with buffers, the drawback concerning timing can be countered. The design becomes a pipeline structure with a certain delay but with considerable fast throughput. The throughput can happen at the frequency of the power clocks.

### VII. CONCLUSIONS

In this work, we combined the accomplishments of two different research areas: the design of reversible logic as well as the design of adiabatic circuits. This was motivated by the fact that each adiabatic circuit can only fully exploit its potential, if the respectively realized gates are reversible. Although this has been known for a while, existing approaches to utilize this were not applicable to complex functionality. We proposed an adiabatic implementation of reversible Toffoli gates and, based on that, a new synthesis flow which tackles this problem. For the first time, complex functionality has been realized in a fully reversible and adiabatic fashion. Experiments demonstrated that this lead to circuits with significantly less power consumption than circuits realized with state-of-the-art conventional methods.
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\(^2\)Note that the results obtained by this technology will remain valid with decreasing feature sizes as well [24].
<table>
<thead>
<tr>
<th>Name</th>
<th>Power</th>
<th>Delay</th>
<th>Tr count</th>
</tr>
</thead>
<tbody>
<tr>
<td>4gt11_82</td>
<td>0.0060</td>
<td>0.0017</td>
<td>26.00</td>
</tr>
<tr>
<td>4gt11_83</td>
<td>0.0120</td>
<td>0.0017</td>
<td>18.00</td>
</tr>
<tr>
<td>4gt11_84</td>
<td>0.0197</td>
<td>0.0017</td>
<td>8.00</td>
</tr>
<tr>
<td>add16_174</td>
<td>0.1656</td>
<td>0.2861</td>
<td>20.00</td>
</tr>
<tr>
<td>add22_183</td>
<td>0.3784</td>
<td>0.5792</td>
<td>20.00</td>
</tr>
<tr>
<td>add22_185</td>
<td>0.2500</td>
<td>0.5792</td>
<td>20.00</td>
</tr>
<tr>
<td>add22_186</td>
<td>0.7610</td>
<td>1.1654</td>
<td>20.00</td>
</tr>
<tr>
<td>add22_188</td>
<td>0.4985</td>
<td>1.1654</td>
<td>6.00</td>
</tr>
<tr>
<td>add22_189</td>
<td>0.8007</td>
<td>0.1407</td>
<td>20.00</td>
</tr>
<tr>
<td>add22_190</td>
<td>0.0234</td>
<td>0.0234</td>
<td>8.00</td>
</tr>
<tr>
<td>add22_191</td>
<td>0.0103</td>
<td>0.0196</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_192</td>
<td>0.0103</td>
<td>0.0196</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_193</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_194</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_195</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_196</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_197</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_198</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_199</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
<tr>
<td>add22_200</td>
<td>0.0110</td>
<td>0.0175</td>
<td>12.00</td>
</tr>
</tbody>
</table>
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